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1.Introduction 
Cancer is the result of the outgrowth of a clonal 

population of cells from bodily tissue [1]. It has been 

acknowledged that early oncogenesis, also known as 

carcinogenesis, can be determined by cell-intrinsic 

features. A way to determine is by illustrating these 

features of both cancer cells and tumors, which are 

the ability to provide their growth signals, disregard 

to growth-inhibitory signals, eluding of apoptosis 

(programmed cell death), unlimited replication, 

sustained vascularization and malignancy, invasion 

of tissues through basement membranes and capillary 

walls. Cancer is considered to have three 

developmental phases: initiation, promotion, and 

progression. In the initiation phase, genomic changes 

such as point mutations, amplification and gene 

deletion, and rearrangements in the chromosomes 

within the cancer cell occur.  
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These initiated cells expand clonally and survive 

promoting tumor development in the promotion 

phase. In the progression phase, significant tumor 

growth and metastasis are encompassed. 

Accumulation of genetic lesions also plays a role in 

the development of cancer. Inarguably, this 

phenomenon is present in the Initiation phase, but it 

may also be present in the promotion and progression 

phase. In the accumulation of genetic lesions, 

inactivation of tumor suppressor genes also occurs 

which provides the cells certain properties that are 

needed for tumorigenesis. Many types of research 

have established that both cancer cells and non-

cancer cells with a significant amount are the recipes 

for the heterocellular tumor are involved in tumor 

development and malignancy [2, 3].  

 

In most cases, cancer derives its name after the body 

part in which it emanated therefore, breast cancer is 

the term for the unstable growth of cells that 

emanated in the breast tissue. The growth results in a 
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tumor that can be malignant (cancerous) or benign 

(non-cancerous). Malignant tumors are detrimental as 

they corrupt healthy cells in the body [4]. Breast 

cancer is the second most common cancer and has the 

second-highest mortality rate among all cancer types 

right after Lung cancer [5]. Accounting for 570,000 

deaths in 2015, breast cancer is one of the most 

common cancers among women worldwide. Breast 

cancer is the second leading cause of death from 

cancer in women. Across the globe, of all the women 

diagnosed with cancer, 25% of which or over one and 

a half million are diagnosed with breast cancer every 

year. What mainly accounts for breast cancer’s 

incurability is its metastatic nature which means it 

can transfer even to distant organs. Early diagnosis of 

breast cancer may help in having a more positive 

prognosis and increased survival rate [6−8]. 

 

One of the existing problems when it comes to cancer 

prognosis is that cancer patients are unaware of the 

disease until it becomes dangerous, which is 

problematic and unfortunate because it can be cured 

when detected at an early stage. Aside from early 

detection, another important thing to consider is an 

accurate classification of benign tumors for it may 

make cancer easier to bear by having unnecessary 

treatments circumvented [9]. Because of the 

underlying issue, countless researches have been 

done throughout the decades and due to the 

importance of cancer classification, many researchers 

have been studying the problems that are faced when 

it comes to cancer classification thus making it one of 

the major topics of research for cancer treatment [10, 

11]. 

 

In this regard, machine learning can be thought of as 

a process of a computer complementing itself through 

collecting data and experience. It is a rapidly growing 

technical field. It is on the borderline of computer 

science and statistics and the principal idea for data 

science and Artificial Intelligence. Machine learning 

methods have a wide array of applications in 

different domains [12]. Machine learning methods 

are quite popular nowadays specifically in cancer 

classification because of their success in performing 

complex multidimensional classification tasks [13].  

 

Despite the mentioned facts, this present undertaking 

aims to provide a comparative machine learning 

modelling that can result in a better classification of 

breast cancer diagnosis. This study implemented 

three machine learning classification methods to 

determine whether a patient’s tumor is benign or 

malignant based on the available features tested from 

Breast Cancer Wisconsin Diagnostic (BCWD) 

dataset. The main purpose of this study is to directly 

examine the models applied to the existing dataset 

from the University of California, Irvine, BCWD and 

determine the best model using k-fold rule validation 

and test-on-test data procedure. To achieve the 

optimal performance of the identified models derived 

from previous datasets, it was subjected to hyper 

parameterization. 

 

This study was conducted with the following 

objectives: 

1. To train the different hyper parameterized machine 

learning models and compare their performances 

using the BCWD dataset in terms of confusion 

matrix; accuracy, precision, recall, and specificity. 

2. To analyse the influence of different attributes of 

the dataset on different machine learning models 

to their performances in the BCWD dataset. 

3. To analyse the impact of each attribute in the 

BCWD dataset. 

4. To propose the configuration of a fine-tuned 

model that will provide the optimum performance. 

5. To contribute in addressing the issues in cancer 

classification by further exploring the use of 

machine learning methods. 

 

The machine learning methods employed in this 

study are Support Vector Machine (SVM), Logistic 

Regression (LR), and Neural Network (NN). These 

are used as an approach to classifying benign and 

malignant breast cancers. The approaches were 

evaluated based on their accuracy, precision, recall, 

and specificity. As a limitation, this undertaking 

utilized an existing dataset from the University of 

California, Irvine BCWD containing diagnostic 

remarks only (i.e., cancer size, symmetry, location, 

metastatic properties 

 

2.Related literature 
2.1Literature based on BCWD dataset 

In the same study of Lavanya and Rani [14] decision 

tree algorithms were used as a classification method 

and feature selection to increase the accuracy of the 

model. Using BCWD and other datasets, this study 

compared the accuracy of Classification and 

Regression Tree (CART) with and without feature 

selection and the performance of various feature 

selection methods. CART with feature selection 

proved to have increased accuracy which is at best, 

94.72% compared to 92.97% without feature 

selection.  

 



Kristoffersen Edward Mayce R. Lomboy and Rowell M. Hernandez 

1082 

 

On the other hand, Salama et al. [15] compared the 

accuracy of naïve Bayes, multilayer perceptron, J48 

decision tree, Sequential Minimal Optimization 

(SMO), and instance-based for k-Nearest Neighbor 

(KNN) classifiers on BCWD and two other datasets. 

For the BCWD experiment, SMO has the highest 

accuracy (97.72%).   

 

Utomo et al. [16] showed the difference in the 

performance of Back Propagation Neural Networks 

(BPNN) and Extreme Learning Machine Neural 

Networks (ELMNN). The latter achieved more 

accuracy at 96.4%, while BPNN has only 92.1% 

accuracy despite having better specificity. 

 

Obaid et al. [17] also made comparisons of the 

accuracy between classifiers using the BCWD 

dataset. In this study, three machine learning methods 

were used which are SVM, KNN, and decision tree. 

SVM proved to have the highest accuracy (98.1%) 

and Receiver Operating Characteristic (ROC) curve 

for both classifications.  

 

Dhanya et al. [18] showed the differences in the 

performance of LR, naïve Bayes and random forest. 

This study also employed various methods of feature 

selection, such as sequential feature Selection, 

Recursive Feature Elimination (RFE), f-test and 

correlation. The experiment was conducted on two 

breast cancer dataset one of which is BCWD. 

Random forest with RFE algorithm yielded the best 

accuracy rate of 98.2% using 16 features of BCWD.  

 

In Omondiagbe et al. [19] SVM, Artificial Neural 

Network (ANN) and naïve Bayes algorithms were 

compared and both feature extraction and feature 

selection were performed on BCWD. Principal 

Component Analysis (PCA) and Linear Discriminant 

Analysis (LDA) were used for feature extraction 

while for feature selection, Correlation Based Feature 

Selection (CFS) and RFE were the methods of 

choice. SVM and NN with LDA feature extraction 

achieved the highest accuracy of 98.82%. 

 

In the recent study conducted by Gupta and Garg [20] 

where a hyper-parameterization on six machine 

learning classification models were performed which 

are KNN, LR, decision tree, random forest, SVM 

with Radial Basis Function (RBF) kernel and deep 

learning ANN. The study showed the difference in 

accuracy of every unique set of hyperparameters of 

every machine learning classification model. Deep 

learning ANN achieved the highest level of accuracy 

with a notable score of 98.%.  

In Balaraman [21] BCWD was normalized using 

Standard Scaler function before being utilized in 

comparing the performances of LR, KNN, SVM, 

naïve Bayes, decision tree and random forest. To 

evaluate the performances of each model, BCWD 

was split into a train and test set, of which 70% was 

sampled as the training set and the other 30% was 

sampled as the testing set. Aside from the train-test 

split method, the models were also evaluated using 

10 fold Cross Validation technique. The study 

achieved 98.5% accuracy from the LR model. 

 

In the recent research conducted by Laghmati et al. 

[22] which performed Neighborhood Component 

Analysis (NCA) to reduce the dimension of BCWD. 

NCA accomplished the dimension reduction by 

applying gradient-based optimizer ensuring the 

objective function to be optimal. The method of 

feature selection suggested that among the 32 

different attributes of the dataset, only 12 were 

relevant. After identifying the irrelevant features, 

four machine learning, prediction models were hyper 

parameterized, which are KNN, decision tree, Binary 

SVM and Adaboost. The study divided the BCWD 

into training data (80%) and test data (20%). KNN 

proved to have the best accuracy (99%) and 

sensitivity. 

 

2.2Literature based on support vector machines 

Durgesh and Lekha [23] showed the different results 

of the linear, polynomial, sigmoid, and RBF kernels 

which are promising. It also showed that the selection 

of kernel functions and the value of parameters for a 

specific kernel is crucial for a given amount of data.  

 

According to Matsumoo et al. [24] advantages of 

SVM by comparing it with random forest using raw 

data for a case study of predicting Radiation 

Protection and toxicity in the field of drug discovery. 

SVM provided better performance in comparison 

with Random Forest where the target is a uniquely 

decided protein for the prediction of radiation 

protection function.  

 

Chai et al. [25] demonstrated a net SVM model with 

L1/2 regularization and other regularization models 

such as Least Absolute Shrinkage and Selection 

Operator (LASSO) and Smoothly Clipped Absolute 

Deviation (SCAD). In their experiment, 12,600 genes 

from 102 examples from a prostate cancer dataset 

and 22284 genes from 107 samples from a lung 

cancer dataset were used. Both datasets are high 

dimensional and low sample sizes. The results from 

the experiments were promising as the Test errors are 
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quite low, 2.95/25 for the prostate tumor dataset and 

3.88/27 for the lung cancer dataset. 

 

2.3Literature based on logistic regression 

The study of Tirzite et al. [26] employed LR to 

classify lung cancer patients and non-lung cancer 

patients. This study used breath samples of 475 

individuals, 252 of which are from patients with lung 

cancer and 223 are from individuals with no lung 

cancer. LR classified the breath samples of lung 

cancer patients and without lung cancer, individuals 

with above 90% precision for all the models used.  

 

Moreover, the research made by Alarabeyyat and 

Alhanahnah. [27] showed that the feature utilization 

of LR is greater than back propagation NN in terms 

of quantity. In this study, the two classification 

models are utilized to detect breast cancer. The 

dataset used is 209 mammography images 50 of 

which are from patients with breast cancer. The 

images were then preprocessed. 

  

In the LR, random forest, and SVM classification 

models are compared using age, Body Mass Index 

(BMI), glucose, insulin, Homeostatic Model 

Assessment (HOMA), leptin, adiponectin, Resistin, 

and Monocyte Chemoattractant Protein (MCP-1) as 

attributes of 166 data. This study performed analysis 

where multiple variations in the number of attributes 

are used in the prediction and showed the area under 

the curve, specificity, and sensitivity of the different 

results from the three classification models. LR 

provided consistent results for all variations [28]. 

 

2.4Neural networks 

Zhang et al. [29] aimed at a new method for 

improved cancer classification. They developed a 

Bimodal Distribution Removal (BDR)-Convolutional 

Neural Network (CNN)-graph convolutional network 

which is a combination of graph convolutional 

network and convolutional NN. This new method 

achieved 96. 20±2. 90% sensitivity, 96. 00±2. 31% 

specificity, and 96. 10±1. 60% accuracy. This was 

achieved by integrating two batch normalization and 

dropout and instead of using the conventional max 

pooling, they used rank-based stochastic pooling for 

an eight-layer convolutional NN then hybridized with 

a two-layer graph convolutional network. They used 

the mini-MIAS (The mini-MIAS database of 

mammograms 2018) database for mammograms 

2018 dataset in which there are 322 single breast 

mammogram slices. 

  

In case of Mohammed et al. [30] multi-fractal 

dimension ultrasound images and backpropagation 

NN used in a particular dataset consisted of 184 

images of breast ultrasound images of which 112 are 

from normal cases and 72 tumor cases. This dataset 

was pre-processed by employing a median filter and 

adaptive weighted median filter to eliminate the 

speckle noise from the images. The classifier 

achieved 82% precision, 79% sensitivity and 85% 

specificity. Higa [31] applied decision tree and NN in 

cancer classification using the BCWD dataset with 

the help of weka3 software. After pre-processing the 

data, the experiment ended up using only 10 

attributes. NN with 9,2,2 layers proved to have better 

classification accuracy which is 95.9% while the 

decision has 92.86%. 

 

Similarly, Vijayakumar [32] showed the analysis of 

feed forward, recurrent, and convolutional NNs using 

the BCWD. As a result of the study, CNN with 

maximum pooling operation yielded the best 

performance with a precision of 95% and recall of 

98.56%. 

 

2.5 Literature analysis 

BCWD has been the chosen dataset of countless 

researches. For most of the researches that used 

BCWD that is cited in this study. The SVM has the 

most success, such in the studies of Obaid et al. [17], 

Omondiagbe et al. [19], Gupta and Garg [20], 

Balaraman et al. [21] and the most recent study, 

Laghmati et al. [22]. Although not always having the 

best accuracy, the overall performance of SVM 

models regardless of the configuration, are modest at 

the very least. SVM performed well, even with low 

sample size and high-dimensional dataset like in Chai 

et al. [25] and Matsumoto et al. [24]. Similarly, in 

Durgesh and Lekha [23], SVM can have different 

kernel functions for various characteristics of a 

dataset. LR, in Tirzite et al. [26], Alarabeyyat and 

Alhanahnah [27], Patricio et al. [28], provided 

modest performance with datasets similar to BCWD 

in dimensionality or sample size. NN's versatility due 

to its multiple variations such as in Zhang et al. [29], 

Mohammed et al. [30], and Higa [31], is a great 

choice for hyper-parameterization. Similar to SVM, 

LR and NN models showed robustness with BCWD 

in the studies of Utomo et al. [16], Dhanya et al. [18], 

Omondiagbe et al. [19], Gupta and Garg [20] and 

Balaraman [21], making SVM, LR and NN, with 

rigorous examination, as the preferred classification 

model of the authors.  
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With the abundance of studies that aim to develop a 

classification model using machine learning for 

breast cancer classification, there have been great 

successes in this collective undertaking. However, 

even with the most recent and successful studies that 

tackle this issue, there is still undeniable room for 

improvement, rocks to be turned and pages to be 

filled to reach the quintessential knowledge in cancer 

classification. SVMs, LR, NNs and many other 

machines learning classification models have been 

proven to deliver results better by the year because of 

innovation and the emergence of new methods. 

Concepts in machine learning from data acquisition, 

feature selection, model hyper-parameterization to 

model validation, presents innumerable 

amalgamation and possibilities thus finding the 

foremost solution to a complicated issue such as 

breast cancer classification seems elusive. There is a 

need to come up with new and unique concepts not 

just in cancer classification, but also in other fields of 

studies that deal with structured data. 

 

3.Methods 
3.1Method 

The Figure 1 shows the comprehensive process 

adopted in the study. As an initial stage of the model 

development, the authors utilized the dataset from the 

University of California, Irvine which was subjected 

to a data distribution process to provide the amount 

of data for training and testing as well. Data 

distribution plays a significant role as one factor that 

could affect the performance of each model, whether 

the model utilized the standard setting and even on 

their parameterization state. SVMs, LR and NNs are 

the machine learning models used in this study. K 

(10)-fold rule was used to evaluate the initial training 

of the model after the initial training. The statistical 

evaluation conducted during the initial training 

period yielded relatively higher results than most of 

the previous studies, but shows lower results 

compared to the most recent works. However, when 

the authors applied the cross-validation technique 

using the principle of test-on-test data, the evaluation 

metrics resulted in a superior rating, which made the 

phase the most notable contribution and important 

process in this work, as it is the first to calibrate such 

testing procedure to BCWD dataset with respect to 

the hyper-parameterization done in the models. The 

result shows a noticeable improvement in terms of 

accuracy performance of the model as compared to 

the previous studies mentioned in this paper, placing 

this study at the forefront in terms of classifying and 

predicting the benign and malignant diagnosis in the 

concerned dataset. 

 

Identifying the impact of every attribute was also 

tested and went to a series of model training. The 

authors performed a multiple case analysis. The 

result shows how attributes in the data set affected 

the evaluation metrics of testing on the test data. 

Finally, the results generated from the series of 

experiments in this study can be compared to the 

most recent paper related to the utilization of 

different breast cancer datasets and BCWD dataset. 

 

 
Figure 1 Process flow of the proposed model 

 

3.2Dataset 

This study used the BCWD. This particular dataset is 

obtained from the University of California, Irvine 

(UCI) machine learning repository [33] which is 

available to the public. It has 569 instances and 32 

attributes including the ID number and the class label 

(diagnosis). The other 30 attributes are from ten real-

valued features which are: radius, texture, perimeter, 

area, smoothness, compactness, concavity, concave 

points, symmetry, and fractal dimension having the 

mean, Standard Error (SE), and the largest (worst) 

value computed for each of them. For a better 

description, the radius of a tumor will be represented 

by three attributes in the dataset which are: 

radius_mean, radius_se, and radius_worst. The ten 

real-valued features are computed from a digitized 

image of a Fine Needle Aspirate (FNA) of a breast 

mass describing the characteristics of the cell nuclei 
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present in the image. The range of the ten real-valued 

features and their mean, SE, and worst is shown in 

Table 1. 

 

 

Table 1 Range of attributes 

Attribute Mean SE Worst 

Radius 6.98 - 28.11 0.11 - 2.87 7.93 - 36.04 

Texture 9.71 - 39.28 0.36 - 4.89 12.02 - 49.54Z 

Perimeter 43.79 - 188.50 0.76 - 21.98 50.41 - 251.20 

Area 143.50 - 2501.0 6.80 - 542.20 185.20 - 4254.0 

Smoothness 0.05 - 0.16 0.0 - 0.03 0.07 - 0.22 

Compactness 0.02 - 0.35 0.0 - 0.14 0.03 - 1.06 

Concavity 0.0 - 0.43 0.0 - 0.40 0.0 - 1.25 

Concave Points 0.0 - 0.20 0.0 - 0.05 0.0 - 0.29 

Symmetry 0.11 - 0.30 0.01 - 0.08 0.16 - 0.66 

Fractal Dimension 0.05 - 0.10 0.0 - 0.03 0.06 - 0.21 

Of the 569 instances, 357 (62.74%) are benign 

tumors and 212 (37.26%) are malignant tumors, 

which are indicated as B for benign and M for 

malignant in the diagnosis attribute. Figure 2 shows 

the distribution of the diagnosis attribute. 

 

 
Figure 2 Distribution of the classes 

 

3.3Classification and prediction 

To classify malignant and benign tumors, this study 

used three machine learning methods which are 

SVM, NN, and LR. These methods have provided 

great classification accuracy in research on cancer 

classification [34−36]. 
3.3.1Support vector machine 

Since the ’90s, SVM has been popular especially 

when it comes to tasks like classification and 

regression. As a still-growing field, SVM’s 

applications have been explored such as in image 

processing, speech processing, time-series prediction, 

data mining, power systems, process control, 

automotive, and more. All of the mentioned 

applications are due to SVM’s advantages [37].  

 

SVM has an advantage when it comes to modelling 

nonlinear class boundaries, avoiding overfitting, 

quadratic optimization problems, robust control of 

the complexity of decision rule, and produces lower 

prediction error compared to artificial NNs. But it 

also presents some disadvantages such as the rate of 

training, the non-linear distinction of training data, 

and complex algorithms [38, 39]. 

  

SVM works by classifying different classes from one 

another through a multi-dimensional hyperplane. 

These classes are separated based on hidden patterns 

among the different features. The hyperplane is then 

used to identify with the most probability, the 

respective classes the data belongs to. SVM balances 

two complementary objectives, (1) optimizing its 

accuracy and (2) ensuring the maximum 

reproducibility [40]. As one of the most popular 

classification methods in machine learning, SVM has 

also been useful in the diagnosis and prognosis of 

cancer [41]. This method has been used to classify 

the tumor as benign or malignant based on the 

characteristics of a tumor [42]. 

 

When it comes to performance, SVMs are greatly 

dependent on the kernel functions used. Since SVMs 

classify data that are distinguished to be separated by 

a line or hyperplane [43] and the vectors of the 

features much like in the BCWD are on the other 

hand, not linearly separable, the use of kernel 

functions is necessary to solve this. This study 

employs four different kernel functions to identify the 

one that will provide the best performance. The 

kernel functions employed are linear, polynomial, 

RBF, and sigmoid. The kernel type and their 

functions used in this study are shown in Table 2. 

 

Table 2 Kernel type and their Functions 

Kernel type Functions 

Linear x⋅y  

Polynomial (0.02 x⋅y + 1.0)3 

RBF exp(-0.03|x-y|²) 

Sigmoid tanh(0.01 x⋅y + 1.0) 
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Other than the choice for a kernel, other parameters 

that SVMs performance rely on are Cost (C) and 

Regression Loss Epsilon (ε) parameters. C draws the 

line between the complexity of the model and the 

tolerance for deviation higher than the regression loss 

[44]. The value of C leaning towards either can have 

a significant effect on the performance. If the C 

parameter is set to a high or too high value, the 

accuracy is very high in the training stage, but very 

low in the testing stage, and on the other hand, if it is 

set too low the model will be rendered useless 

because of the unsatisfactory accuracy rate which 

greatly defeats the purpose of itself as a classifier 

[45].  

 

In this study, different values for parameter C have 

been tested across all the kernel functions to identify 

which configuration of parameters would provide the 

optimum result, while ε is set to 0.10 as it does not 

significantly affect the performance of SVM in this 

study. For the optimization parameters, numerical 

tolerance is set to 0.001, and Iteration Limit is set to 

1000 as this configuration provides the best output 

for this experiment. 
3.3.2Logistic regression 

LR estimates the probability of an observation to 

identify its respective class by applying a linear 

model. The probability is identified by using a linear 

relation and the maximum likelihood estimation 

method. 

 

A final model is created by eliminating non-essential 

variables and the essential variables are added. The 

final model will exclusively have the relevant 

variables. This selection of variables is achieved by 

employing an iterative algorithm to compare a model 

to any of its sub-model and top models [46]. LR is a 

regression model that predicts the probability that an 

entry belongs to the given class using a regression 

model [47]. It suggests that a linear function is 

accompanied by the data [48]. 

 

LR has been proven to be one of the most effective 

machine learning methods for cancer classification 

specifically when using BCWD [49]. This is due to 

its advantage when it comes to model regularization 

and feature correlation constraints [50].  

 

LR, if not regularized, is an unbound and ungoverned 

convex optimization problem having a ceaselessly 

distinct function. This is why regularization is an 

essential task for this model, to avoid overfitting 

more so if there are a limited number of data with 

plenty of features. There are different ways to 

regularize this model. One particularly common way 

is the LASSO or L1 regularization has proven to 

provide good generalization performance when data 

present irrelevant features [51−53]. L1 rallies the sum 

of the absolute values of the features to be small with 

the use of the penalty term while another 

regularization method, ridge or L2 regularization 

deals with the sum of the squares of the features by 

rallying it to be small [54,  55]. The L2 regularization 

method is known to outperform L1 when it comes to 

data with spatially global features [56] and has been 

used in research dealing with breast cancer 

classification [57]. Both LASSO and ridge 

regularization has been used in this study because of 

the nature of BCWD. As previously discussed, 

parameter C dictates the complexity of the model. 

This parameter, in LR, is the inverse of the 

regularization strength. The value of parameter C will 

have a certain impact on the performance of the 

model [58]. In the pursuit of the optimal performance 

of the model, this study explores the impact of 

parameter C on both LASSO and ridge 

regularizations. 
3.3.3Neural network 

NNs are developed for a wide array of applications, 

especially in computational problems in cognition, 

pattern recognition, and decision making [59]. It has 

been popular in cancer classification with promising 

results [36]. 

 

Figure 3 shows the NNs are simply pre-established 

and interlinked neurons that compute information. 

NNs are generally known to be modelled after 

biological neurons of the human brain [30]. These 

links have weights or strengths where the network 

stores information that is assimilated by the network 

[59]. NNs use an activation function to determine the 

output of each neuron. Just like the human brain, 

NNs learn from experiences. If fed with an unknown 

input, it could derive from past experiences and form 

a conclusion [60]. Since NNs are made of neurons, it 

could commit to memory the information about the 

data making it adaptive. They are also “naturally 

massively parallel” though sometimes they are 

embedded in software on ordinary computers, 

parallel implementations suit NNs [31].  

 

A Single-Layer Perceptron (SLP) NNs has only two 

input and output layers and are considered the 

simplest form of NNs. The problem with SLPs is that 

they could not efficiently deal with nonlinearly 

distinguishable data. This problem has been solved 

by Multi-Layer Perceptron Neural Network 

(MLPNN) which are great when it comes to non-
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linearly separable data. MLPNNs employ one or 

more hidden layers in their network as shown in 

Figure 3 thus solving the problem with SLPs [61]. 

 

 
Figure 3 Multi-layer perceptron common structure of 

NNs 

 

The number of hidden neurons depends on the 

training data set while the quantity of input layer 

nodes is quantified according to the selected factor in 

the dataset. The output layer serves as the 

configuration of the model and evidently, the hidden 

layers are for computation. Every node in the input 

layer is connected to every node of the hidden layer/s 

which are then connected to every node in the output 

layer. The training, implementation of Multi-Layer 

Perceptron (MLP) is in two stages, namely the 

forward and backward propagations using the back-

propagation algorithm [62, 63]. 

 

A NN must assimilate any data and any arbitrary 

complex function that is crucial in mapping the 

inputs to the outputs and needs to piece together 

complex and arbitrary data to gain knowledge 

otherwise, it would only be a LR model. Although 

linear regression has its merit, it has limited complex 

mapping recognition. That is why a NN needs an 

activation function. With an activation function, NNs 

can recognize non-linear mappings from inputs to 

outputs [64, 65]. 

 

MLPNNs can be conceived as an optimization 

problem that every solution can be viewed as an 

architecture. Training error and the size of the 

network may be viewed as a function of the cost 

measure. To search for the optimal architecture, an 

optimization technique can be applied. Thus, to 

generate an efficient network, the optimization of the 

architectures and weights can be applied [66, 67]. 

 

This study used the MLPNN model with the back-

propagation algorithm for training. For activation 

function, four have been tested for the hidden layer 

and the results of each are compared. These 

activation functions are identity, logistic, tanh and 

ReLu. For the weight optimization, three different 

solvers have been tested which are Limited-Memory 

Broyden Fletcher Goldfarb Shanno with Box 

constraint (L-BFGS-B), Stochastic Gradient Descent 

(SGD), and Adaptive Moment Estimation (ADAM) 

algorithm. The following hyper-parameters are 

constant throughout the experiment. The L2 penalty 

(regularization term) parameter (Alpha) is set to 0.01. 

The maximal number of iterations is set to 100 and 

the number of neurons in hidden layers is set to 100. 

 

3.4Model validation 

Statistical validation is an essential aspect of model 

evaluation. After training, the three models’ 

performance is then evaluated using stratified 10-fold 

cross-validation. Cross-Validation is a statistical 

technique commonly used for the evaluation of 

classification models [68]. This is done by splitting 

the dataset into k number of folds and then the k-1 

fold is set aside to be the test data and the remaining 

folds are fed to the model/s to train with. This process 

is repeated until all of the folds have been used as a 

training set and then the average of all the 

performances’ output is calculated [31] [69]. Cross-

Validation is a great way to achieve higher accurate 

results when dealing with a limited number of data 

[70]. A stratified cross-validation is a type of cross-

validation where the size of the folds is nearly 

proportional to the size of the output data [71], this 

process was applied to achieve the optimum 

performance of the model in the conduct of this 

study. 

 

In addition, another method of validating the model is 

the train-test split, a simple and well-founded 

approach. Cross-Validation technique is often the 

method of choice to validate machine learning 

models in clinical studies most likely in studies that 

deal with small-sized datasets. Although cross-

validation techniques are a great way to achieve 

higher accurate results when dealing with a limited 

amount of data. This technique has the tendency to 

generate fairly unclear results in clinical studies. This 

is due to its core process of having test data already 

incorporated into the training process, enabling the 

technique to produce biased performance estimates 

[72−75]. 
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Train-test split partitions the dataset into training set 

and test set. Only the training set is learned from the 

model ensuring the model to be unbiased when 

predicting the test set. Previous studies that aimed to 

predict benign and malignant tumors had found better 

performance of a prediction model using train-test 

split compared to the cross-validation method [41, 

76, 49]. 

 

In this study, a stratified 10-fold cross-validation 

method was used after hyper parameterization of 

each model as the goal is to develop a versatile and 

inclusive model providing the best overall 

performance. Since cross-validation evaluates the 

model on multiple test sets, cross-validation conveys 

a much more precise model performance [21] 

suitable to the purpose of hyper parameterization. 

Once the optimum configuration of parameters of 

each model has been identified and achieved, the 

proposed model is validated using the train-test split 

method. The dataset is partitioned deterministically, 

70% of which serves as the train set and the 

remaining 30% serves as the test set. Train-test split 

validation method was applied to the proposed 

models for testing the models blinded from the test 

data provides an unbiased performance simulating a 

real-world scenario [74].   

 

3.5Confusion matrix 

Confusion matrix is a tool to show the outcomes and 

predicted classes and their relationship [15]. It simply 

contains the information of the actual classification of 

the training dataset and the predicted classification of 

the classification model [4]. The performance of each 

model is calculated using the elements present in 

confusion matrix. These elements are the True 

Positives (TP) which are the number of correctly 

predicted positive classification, False Negatives 

(FN) which are the number of incorrectly predicted 

positive classification, False Positives (FP) which are 

the number of incorrectly predicted negative 

classification and the True Negatives (TN) which are 

the number of correctly predicted negative 

classification [71] as shown in Table 3. 

 

Table 3 Elements in the confusion matrix 

   Predicted 

   Positive Negative 

Actual Positive TP FN 

Negative FP TN 

 

With the elements of the confusion matrix, we can 

then evaluate the performance of every model. We 

can calculate the classification accuracy, precision, 

recall, and specificity of the classification models [4, 

71, 76] as shown in Table 4. 

 

Classification accuracy refers to how often the 

classification model is correct. Precision refers to 

how often it is correct when it predicts positive. 

Recall refers to how often it predicts a positive if the 

actual classification is positive. While specificity 

refers to how often it predicts a negative when the 

actual classification is negative. 

 

Table 4 Performance measure 

Measures Derivations 
Classification 

accuracy 
TP + TN / TP + TN + FN + FP 

Precision TP / FP + TP 
Recall TP / FN + TP 
Specificity TN / TN + FP 

 

4.Results  
4.1 Model training and hyper-parameterization  

This section will discuss the performance of the 

different classification models with 10-fold cross 

validation technique as discussed in the methods 

section 
4.1.1SVM classifier performance 

The SVM model had been tested with different 

hyper-parameter configurations and then validated 

using 10-fold cross validation. There are two hyper-

parameters of the SVM model that the authors had 

rigorously tuned until the optimum accuracy rate had 

been achieved. First is the kernel function in which 

there are four: linear, polynomial, RBF and sigmoid 

kernels. Second is the cost value (C) which ranges 

from 0.1, the strongest to 10, the weakest 

regularization. The range of C had been tested with 

every kernel function. Figure 4 shows the significant 

difference in the performance of the SVM model 

with a linear kernel against an increasing value of C 

from 0.1 to 1. 

 

There is a significant difference in the performance 

of the SVM model with a polynomial kernel against 

an increasing value of C from 0.2 to 1.1 as shown in 

Figure 5. The significant difference in the 

performance of the SVM model with an RBF kernel 

against an increasing value of C from 1.8 to 2.7 as 

shown in Figure 6. 

 

Figure 7 shows the significant difference in the 

performance of the SVM model with a sigmoid 

kernel against an increasing value of C from 0.1 to 1. 

After the ideal cost values for every kernel has been 

identified, the authors evaluated the performance of 

the model having each kernel type with their 
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respective ideal cost values as parameters in terms of 

accuracy, precision. Recall and specificity are shown 

in Table 5. 

 
Figure 4 Accuracy of SVM with linear kernel and different cost value 

 

 
Figure 5 Accuracy of SVM with polynomial kernel and different cost value 

 

 
Figure 6 Accuracy of SVM with RBF kernel and different cost value 
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Figure 7 Accuracy of SVM with sigmoid kernel and different cost values 

 

Table 5 Performances of different SVM models 

Kernel C Accuracy (%) Precision (%) Recall (%) Specificity (%) 

Linear 0.1 97.5 97 99.2 94.8 

Linear 0.2 97.5 97 99.2 94.8 

Linear 0.3 97.5 97 99.2 94.8 

Linear 0.7 97.5 97.5 98.6 95.8 

Polynomial 0.4 98.4 97.8 99.7 96.2 

Polynomial 0.9 98.4 97.8 99.7 96.2 

Polynomial 1 98.4 97.8 99.7 96.2 

RBF 2.2 98.2 98.1 99.2 96.7 

RBF 2.3 98.2 98.1 99.2 96.7 

Sigmoid 0.2 95.8 94.9 98.6 91 

Sigmoid 0.3 95.8 94.9 98.6 91 

 
4.1.2Logistic regression classifier performance 

The LR model has been tested with different hyper-

parameter configurations and then validated using 

10-fold cross validation. There are two hyper-

parameters of the LR model that had rigorously tuned 

until the optimum accuracy rate had been achieved. 

The first hyper-parameter that the authors have 

considered is the regularization type, of which there 

are two that have been considered: LASSO (L1) and 

ridge (L2). The other hyper-parameter considered is 

the regularization strength or cost value (C). 

Evidently, both L1 and L2 regularization types with 

cost values ranging from .001, the strongest to 1000, 

the weakest regularization strength. 

 

Figure 8 shows the significant differences in the 

performance of the LR model with L1 regularization 

with different cost values from 50 to 500. 

 

After the ideal regularization cost value for the LR 

model with L1 regularization type had been 

identified, the LR model was evaluated having L1 

regularization and the respective ideal cost value as a 

parameter in terms of accuracy, precision. Recall and 

specificity are shown in Table 6. 

 

Figure 9 shows the significant differences in the 

performance of the LR model with L2 regularization 

with different cost values from .001 to 1000. 

 

After the ideal regularization cost value for the LR 

model with L2 regularization type had been 

identified, the LR model was evaluated having L2 

regularization and the respective ideal cost value as a 

parameter in terms of accuracy, precision. Recall and 

specificity are shown in Table 7. 
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Figure 8 Accuracy of LR model with L1 regularization and different regularization strength 

 

 
Figure 9 Accuracy of LR model with L2 regularization and different regularization strength 

 

Table 6 Performances of LR models with L1 

regularization 

C Accuracy  

(%) 

Precision 

(%) 

Recall 

(%) 

Specificity 

(%) 

50 96.5 96.9 97.5 94.8 

100 96.5 96.7 97.8 94.3 

150 95.8 96.4 96.9 93.9 

200 96.3 96.7 97.5 94.3 

250 96.3 96.9 97.2 94.8 

300 96.3 96.9 97.2 94.8 

350 96 96.9 96.6 94.8 

400 96.5 97.2 97.2 95.3 

450 96.5 97.2 97.2 95.3 

500 96.3 97.2 96.9 95.3 

 

Table 7 Performances of LR models with l2 

regularization 

C Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

Specificity 

(%) 

0.001 93.5 92.8 97.2 87.3 

0.01 93.3 92.8 96.9 87.3 

C Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

Specificity 

(%) 

0.8 94.7 95.3 96.4 92 

9 94.7 95.5 96.1 92.5 

14 94.7 95.3 96.4 92 

30 94.7 95 96.6 91.5 

55 94.7 95 96.6 91.5 

95 94.7 95.3 96.4 92 

100 94.7 94.8 96.9 91 

190 94.7 95.5 96.1 92.5 

300 94.7 95 96.6 91.5 

400 94.7 95 96.6 91.5 

500 94.7 95.5 96.1 92.5 

900 94.7 95.5 96.1 92.5 

950 94.7 95.3 96.4 92 

1000 94.9 95.3 96.6 92 

 
4.1.3Neural Network classifier performance 

The MLPNN with the back-propagation model was 

trained in the same manner as SVM and LR, 10-fold 

cross validation was performed and two hyper-

parameters have been considered: activation function 
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and weight optimization. Identity, logistic, tanh and 

ReLu as activation functions were considered. L-

BFGS-B, SGD and ADAM as weight optimization 

methods. The rest of the parameters for MLPNN is 

discussed in the method section. Every possible 

combination of the activation functions and weight 

optimization methods had been tested, resulting in 12 

different hyper-parameter configurations which are 

treated as individual models of MLPNN. For each 

model, 10-fold cross validation was performed and is 

evaluated in terms of accuracy, precision, recall and 

specificity. Figure 10 shows the accuracy of the 

models with identity, logistic, tanh and ReLu 

activation function and for each activation functions, 

L-BFGS-B, SGD and ADAM weight optimization 

was applied. 

 

 
Figure 10 Accuracy of multi-layer perceptron 

models with weight optimization solver 

 

Figure 11 shows the precision of the models with 

identity, logistic, tanh and ReLu activation function 

and for each activation functions, L-BFGS-B, SGD 

and ADAM weight optimization was applied. 

 

 
Figure 11 Precision of multi-layer perceptron models 

with different weight optimization solvers 

 

Figure 12 shows the recall of the models with 

identity, logistic, tanh and ReLu activation function 

and for each activation functions, L-BFGS-B, SGD 

and ADAM weight optimization was applied. 

 

 
Figure 12 Recall of multi-layer perceptron models 

with different weight optimization solvers 

 

Figure 13 shows the specificity of the models with 

identity, logistic, tanh and ReLu activation function 

and for each activation functions, L-BFGS-B, SGD 

and ADAM weight optimization was applied.  

 

 
Figure 13 Specificity of multi-layer perceptron 

models with different weight optimization solvers 

 

4.2Comparative performance of models in the 

initial training 

Results in Table 8 generated from this experiment, it 

is notable that the result in terms of accuracy is lower 

than the most recent study who used the BCWD data 

set. With this regard, the authors perform another 

evaluation metric or procedure that employs the test-

on-test data which. This process provided a notable 

result that surpasses the accuracy rating of all studies 

prior. Using hyper-parameterization, the authors have 

identified the best configuration of hyper-parameters 

for each model that would be implemented to 

develop a proposed model.  
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Table 8 shows the performances of the proposed 

model for SVM, LR and NN in terms of Area Under 

ROC curve (AUC), accuracy, precision, recall and 

specificity using 10-fold cross validation. 

 

4.3Comparative performance of models in the 

train-test splits validations 

By validating the proposed models with 70%-30% 

train-test split method, it achieved significantly better 

overall performances as shown in Table 9. The SVM, 

LR, NN proposed models achieved better results in 

terms of all measures, including AUC with train-test 

split compared to with 10-fold cross-validation. 

 

 

Table 8 Result from 10-fold cross validation 
Proposed model AUC Accuracy Precision Recall Specificity 

SVM 99.7% 98.4% 97.8% 99.7% 96.2% 

LR 99.3% 96.5% 96.9% 97.5% 94.8% 

NN 99.55 98.25 97.85 99.45 96.2% 

 

Table 9 Result from the test-on-test data 

Proposed model AUC Accuracy Precision Recall Specificity 

SVM 99.8% 98.8% 98.2% 100% 96.8% 

LR 99.6% 97.7% 99.1% 97.2% 98.4% 

NN 99.9% 99.4% 99.1% 1005 98.4% 

 

After the training and the process of hyper-

parameterization of three machine learning model 

using the BCWD and 10-fold cross-validation 

technique to propose an architecture of hyper-

parameters for prediction models that would achieve 

optimum results, and training the proposed hyper-

parameterized models with 70%-30% train-test split, 

we had come up with a proposed model: MLPNN 

with back propagation with a parameter architecture 

show in Table 10. 

 

 

 

Table 10 Neural network hyper-parameterization 

Architecture parameters Value 

Neurons in hidden layers 100 

Activation Logistic 

Solver ADAM 

Regularization 0.01 

Maximal number of iterations 100 

 

By separating the training and test data the proposed 

NN model was able to deliver unbiased predictions 

and handled overfitting better as shown in Figure 14. 

 

 
Figure 14 ROC for classification for proposed NN model 
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4.4Impact of attributes in the model performance  
The attributes of all the data sets, whether structured, 

semi-structured or unstructured, play a vital role in 

the training of the model. Hence, providing the right 

and appropriate significant attributes can make an 

important contribution and impact in every 

experiment. A series of experiments were provided 

that involved cases of how attributes can affect the 

final output in terms of accuracy. Figure 15 shows 

the cases which involve a diminishing factor of 

attribute that deduct 1 attribute at a time and re-train 

and test the model again. This process continues until 

only one attribute is left in the dataset. 

 

 

 
Figure 15 Impact of attributes in model performance per case after attribute deduction 

 

4.5Comparison from previous study 

Table 11 shows the most notable studies involving 

the BCWD Dataset. Each paper presents a unique 

contribution to the field to breast cancer classification 

using the different model training. Every study has 

provided a well explained and well discussed process 

of how they are able to generate superior findings at 

the time of writing their individual paper. 

 

 

Table 11 Results from previous researches that used BCWD 

Authors Method Dataset 

Used 

Performance Metric 

Accuracy Sensitivity Specificity 

Lavanya et al. [14] CART-with feature selection BCWD 94.72 N/A N/A 

  CART-without feature selection BCWD 92.9 N/A N/A 

Salama et al. [15] SMO  BCWD 97.71 N/A N/A 

  Instance-based KNN BCWD 95.95 N/A N/A 

Utomo et al. [16] BPANN BCWD 92.1 84.3 98 

  ELMNN BCWD 96.4 94.8 97.4 

Obaid et al. [17] SVM-linear kernel BCWD 97.9 N/A N/A 

  SVM-quadratic kernel BCWD 98.1 N/A N/A 

  SVM-cubic kernel BCWD 97 N/A N/A 
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Authors Method Dataset 

Used 

Performance Metric 

Accuracy Sensitivity Specificity 

Dhanya et al. [18] Random Forest with RFE BCWD 98.24 N/A N/A 

  Naïve Bayes with SFS BCWD 98.24 N/A N/A 

  LR with SFS BCWD 96.49 N/A N/A 

Omondiagbe et al. 

[19] 

SVM with LDA BCWD 98.82 98.41 99.07 

  NN with LDA BCWD 98.82 98.41 99.07 

  Naive Bayes with LDA BCWD 98.24 96.83 99.07 

Gupta et al. [20] SVM BCWD 97.2 N/A N/A 

  DL_ANN BCWD 98.24 N/A N/A 

Balaraman et al. 

[21] 

LR - train-test split BCWD 97.66 N/A N/A 

  LR - 10-fold cross-validation BCWD 98.5 N/A N/A 

  SVM - train-test split BCWD 95.9 N/A N/A 

  SVM - 10-fold cross-validation BCWD 97.49 N/A N/A 

Laghmati et al. 

[22] 

KNN BCWD 99.12 100 98.88 

 SVM BCWD 94.74 98.86 80.77 

Present work Multilayer Perceptron with Backpropagation NN BCWD 99.4 100 98.4 

 SVM BCWD 98.8 100 96.8 

 LR BCWD 97.7 97.2 98.4 

 

5.Discussion 
In terms of the performance of different SVM 

models. Each model has a different kernel function 

and is tested with different values of Cost (C) to find 

out which configuration of parameters for the SVM 

model will produce the optimal performance. The 

accuracy of all the models has been compared then 

the models with the highest classification accuracy 

are compared based on their precision, recall, and 

specificity. 

 

The model training and hyper-parameterization is 

essential in the initial stage of identifying the best 

model in this study. The SVM with linear kernel 

performed best with the lowest C values. With both 

C=0.1, C=0.2, C=0.3, and C=0.7 linear kernels 

achieve the best accuracy which is 97.5% shown in 

Figure 4 while figure 5 shows the SVM model with 

the polynomial kernel performing best with C=0.4, 

C=0.9, and C=1 having the accuracy at 98.4%. 

 

In this experiment, for all the SVM models, models 

with a polynomial kernel achieved the highest 

accuracy which is 98.4%. Of all the models that 

achieved the highest accuracy from their respective 

kernel group, RBF achieved the highest precision at 

98.1% and the highest specificity at 96.7%, while 

polynomials also achieved the highest recall which is 

99.7% shown in Table 5. It also shows that while 

having the same linear kernel and accuracy of 97.5%, 

the model with C=0.7 deviates from its kernel group 

when it comes to precision, recall, and specificity 

while the rest of all the models do not. The accuracy 

of the model with RBF increases with the value of C 

until C =2.2 and C=2.3 where the accuracy is at its 

peak which is 98.2% then gradually declines. Hence, 

the sigmoid kernel reached its peak at C=0.2 with the 

accuracy of 95.8% until C=0.4 then continuously 

declined its performance. 

 

Likewise, in LR, the models with the L1 

regularization type achieved better accuracy with 

weak regularization (high value of C). The best 

accuracy comes with C=50, C=100, C=400, and 

C=450 reflected in figure 8. The highest precision for 

the L1 models is 97.2%, which is achieved by 

C=400, C=450, and C=500. The highest recall is 

97.8%, which is achieved by C=100 while the model 

with the highest specificity is also C=400, C=450, 

and C=500 with a specificity of 95.3% as shown in 

Table 6. Just like L1 models, the models with L2 

regularization achieved better classification accuracy 

with a weak regularization. The best accuracy is 

94.9%, which comes from the model with the 

weakest regularization, which is C=1000 as shown in 

Figure 8. It also shows that the second to the best 

accuracy rate, which is 94.7% is achieved by models 

in a wide range of C values from .8 to 950. The 

highest precision for the L2 models is 95.5%, which 

is achieved by C=9, C=190, C=500, and C=900. 

 

The highest recall is 97.2%, which is achieved by the 

model with the strongest regularization, which is 

C=.001 while the best precision is 92.5%, which is 

achieved by C=9, C=190, C=500, and C= 900. As 

shown in Table 7. For LR models, the best accuracy 
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is achieved with L1 regularization and C value of 50, 

100, 400, and 450. Of all the models with the best 

accuracies including the models with L2 

regularization, the ones that achieved the best 

precision, recall and specificity are achieved with L1 

regularization exclusively. In terms of NN, the best 

classification accuracy which is 98.2% is achieved by 

the model which uses a logistic activation and 

ADAM solver. Although having the best accuracy, 

logistic function in term of accuracy, have not been 

compatible with all of the solvers specifically with 

SGD as with it, provided the least accuracy of all the 

models which is 88.6% having 9.6% difference with 

ADAM and 7.5% with L-BFGS-B. The rest of the 

activation functions provided small differences in 

accuracy with all the solvers shown in Figure 10. In 

terms of precision, the same model with Logistic 

activation and ADAM solver yielded the best which 

is 97.8%. The same thing can be said about logistics 

and SGD solvers. It provided the least precision as 

shown in Figure 11. The optimum recall for the 

models is 99.4%, which is provided by still the same 

model (with logistic and ADAM). L-BFGS-B with 

all the activation functions provided the least recall 

shown in Figure 12. 

 

Surprisingly, with logistic and ADAM, the model 

provided the best Specificity at 96.2%, while the 

model with logistic activation and SGD solver 

provided the list at 71.2% as shown in Figure 13. The 

model with the logistic activation function and 

ADAM weight optimization provided the best 

performance in terms of classification accuracy, 

precision, recall, and specificity. 

 
With regards to the comparative performance of the 

model in the initial training, the proposed model for 

SVM achieved the best AUC, accuracy, precision, 

recall and specificity having 99.7% AUC, 98.4% 

accuracy, 97.8% precision, 99.7% recall and 96.2% 

specificity. The proposed model for NN is not far 

behind SVM achieving 99.55% AUC, 98.25% 

accuracy, 97.85% precision, 99.45 % recall and 

96.2% specificity, matching the precision and 

specificity of the proposed SVM model. LR achieved 

99.3% AUC, 96.5% accuracy, 96.9% precision, 

97.5% recall and 94.8% specificity. 

 

Although having fairly impressive performances, the 

proposed models, though comparable, are still not 

able to exceed or even match the performances of 

some of the most recent related studies. With the goal 

of pushing the boundaries of machine learning 

application in breast cancer classification, the authors 

opted to try other various approaches to better the 

performances of the proposed models. 

 

Likewise, in the comparative performance of models 

in the train-test split validation shown in Table 9, the 

most notable difference would be the overall 

performance of the proposed NN model generating 

the highest accuracy achieved in this study which is 

99.4%. With 10-fold cross-validation, the proposed 

NN model falls second after the proposed SVM 

model in accuracy. The proposed SVM model 

achieved an AUC of 99.8%, accuracy of 98.8%, 

precision of 98.2%, 100% recall and specificity of 

96.8% having 0.1% difference in AUC, 0.4% in 

accuracy, 04% in precision, 0.3% in the recall and 

0.4% difference in specificity compared to its 

performance with 10-fold cross-validation. The 

proposed LR model achieved an AUC of 99.6%, 

accuracy of 97.7%, precision of 99.1%, the recall of 

97.2% and specificity of 98.4% having 0.3% 

difference in AUC, 1.2% in accuracy, 2.2% in 

precision and 4% difference in specificity compared 

to its performance with 10-fold cross-validation. 

Finally, the proposed NN model achieved an AUC of 

99.9%, accuracy of 99.4%, precision of 99.1, 100% 

recall and specificity of 98.4% having 0.4% 

difference in AUC, 1.2% in accuracy, 1.3% in 

precision, 0.6% in the recall and 2.2% difference in 

specificity compared to its performance with 10-fold 

cross-validation.  

 

The most significant difference between train-test 

split and 10-fold cross-validation methods are the 

recall achieved from the proposed LR model, aside 

from NN, proposed LR model also achieved the 

highest precision and specificity while SVM also 

achieve 100% recall similar to the proposed NN 

model. The hyper parameterization performed in the 

NN can be seen in Table 10. This includes the 

number of hidden layers set to 100, with the Logistic 

set as the activation function of the model. In 

addition, the output optimizer used in the model is 

ADAM, the regularization is set to 10% with a 

maximum iteration set to 100. 

 

Moreover, the noticeable achievement of this study is 

the identification of how each attribute makes an 

impact on the hyper-parameterized models can be 

seen in Figure 15.  In contrast with the performance 

of each model which involves SVM, MLPNN or NN 

and LR. NN provided the highest accuracy, 

performance among the three models that registered a 

99.4% rating, which is significantly higher than the 

98.8% of SVM and to 97.7% of LR.  More so, in 
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terms of attribute deduction, LR shows a less 

receding validation as per cases compared to NN and 

SVM. SVM received the performance drop between 

case 6 and case 7. Moreover, attribute deduction 

starting in case 7 and beyond shows that LR is better 

than NN and SVM.  NN as the best performing 

model in this experiment shows unaffected when the 

first four attributes are removed from the dataset for 

re-training, surprisingly similar to SVM. LR seems 

not to be affected by the first six attributes in the 

BCWD dataset. Overall, as the number of attributes 

reduced by one every re-training the performance of 

the model in general decreases, which implies that all 

attributes in the BCWD dataset is contributory in 

achieving the best performance of the model. 

 
Moreover, the present work achieved outstanding 

findings in terms of several statistical methods that 

can be seen in Table 11 using the proposed model 

mentioned in the method section of this paper. NN 

was identified by the authors using several statistical 

validations which includes confusion matrix, ROC, 

AUC, specificity, and sensibility to be the best model 

which generated the most superior result as compared 

to all existing studies that utilized the same dataset. 

The present work is able to achieve the 99.4% 

accuracy rating, higher than all previous experiments 

and researchers that used the BCWD dataset. A 

complete list of abbreviations is shown in Appendix I. 
 

6.Conclusion and future work 
Accurate classification of cancer is critical for the 

development of the most effective treatment plan for 

the patients. This study provided further exploration 

in the application of machine learning models in 

cancer classification thus contributing largely to 

cancer studies that can be utilized by experts in the 

field of medicine. Since there are few research papers 

published related to this study, this paper provided an 

improvement in the classification of breast cancer 

using hyper-parameterized models.  

 

The three machine learning methods used; SVM, LR, 

and NN, have been tested with BCWD dataset. Each 

machine learning method has been tested by having 

multiple models of each method having its own 

unique set of parameters. Then, the performance of 

each model was compared to one another to 

determine the best classifier in terms of classification 

accuracy, precision, recall, and specificity. 

 

The most notable contribution of this study would be 

the overall performance of the proposed NN model 

which achieved the highest accuracy level of 99.4%. 

With 10-fold cross-validation, the proposed NN 

model falls second after the proposed SVM model in 

accuracy. This was achieved by separating the 

training and test data the proposed models were able 

to deliver unbiased predictions and handled 

overfitting better. This process has directed the study 

to generate a result that bested all the current 

accuracy, performance from previous studies 

concerning BCWD. 

 

Different feature selection techniques could be 

applied and additional parameter tuning can be 

introduced to enhance the performance of the 

classifiers in the future. 
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Appendix I 
S. No. Abbreviation Description 

1 ANN Artificial Neural 

Network 

2 AUC Area under Curve 

3 BCWD Breast Cancer 

Wisconsin Diagnostic 

4 BDR Bimodal Distribution 

Removal 

5 BMI Body Mass Index 

6 BPNN Back Propagation 
Neural Network 

7 C Cost 

8 CART Classification And 

Regression Tree 

9 CFS Correlation based 

Feature Selection 

10 CNN Convolutional Neural 

Network 

11 ELMNN Extreme Learning 

Machine Neural 

Networks  

12 FN False Negatives 

13 FNA Fine Needle Aspirate 

14 FP False Positives 

15 HOMA Homeostatic Model 

Assessment 

16 KNN K-Nearest Neighbors 

17 LASSO Least Absolute 
Shrinkage and 

Selection Operator 

18 L-BFGS-B Limited-Memory 
Broyden Fletcher 

Goldfarb Shanno 

19 LDA Linear Discriminant 

Analysis 

20 LR Logistic Regression 

21 MLP Multi-Layer Perceptron 

22 MLPNN Multi-Layer Perceptron 

Neural Networks 
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23 NCA Neighborhood 
Component Analysis 

24 NN Neural Network 

25 PCA Principal Component 

Analysis 

26 RBF Radial Basis Function 

27 RFE Recursive Feature 
Elimination 

28 ROC Reciever Operating 

Characteristic 

29 SCAD Smoothly Clipped 
Absolute Deviations 

30 SE Standard Error 

31 SGD Stochastic Gradient 

Descent 

32 SLP Single Layer 
Perceptron 

33 SMO Sequential Minimal 

Optimization  

34 SVM Support Vector 
Machine 

35 TN True Negatives 

36 TP True Positives 

37 UCI University of 

California, Irvine 

 


