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1.Introduction 
In terms of clustering algorithms, the major task is 

the centroid selection, distance estimation and 

appropriate grouping finalization [1─4]. Clustering 

provides an unsupervised way of clustering. It groups 

the cluster based on the similarity mapping and the 

approximation based on different estimation [1, 2]. 

There are different clustering algorithms in which k-

means and fuzzy-c means algorithms are widely 

used. Clustering algorithms can be applied in the 

following areas [5─10]: 

 Healthcare 

 Business analytics and E-commerce 

 Decision support system 

 Industry data exploration and grouping 

 

The knowledge discovery is the important in terms of 

data acquisition and data exploration in terms of 

information discovery [6─9]. The design and 

information of the structural goal is to be capable in 

finding the latest trends and technological aspects in 

terms of different aspects of experimentation and 

analysis of all the empirical and calculative way. 
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It should be commenced and explored in terms of 

data grouping, knowledge representation and 

classification [10─12].  

 

In this paper k-means clustering algorithm was used. 

If we specifically discussed the applicability of k-

means, then it can be widely used in the development 

of disease diagnosis system, search engine, 

performance grouping, etc. [8–10]. In case of k-

means algorithm there is not any labelled data [11, 

12]. It is capable in the division [13–16]. This 

division is in the form of objects.  Based on this 

division different segments were created. This 

segment provides the groups similar and non-similar 

objects based on the division [17, 18]. 

 

In this paper k-means clustering algorithm was 

properly utilized in the following scenario: 

1. Distance estimation 

2. Centroid selection 

3. In terms of small and large dataset 

4. Computational analysis 

 

So, the main objective of this paper is to explore k-

means clustering algorithm for the efficient distance 

estimation and centroid selection for small and large 

dataset. 
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Abstract  
In this paper an efficient distance estimation and centroid selection based on k-means clustering for small and large 

dataset. Data pre-processing was performed first on the dataset. For the complete study and analysis PIMA Indian 

diabetes dataset was considered. After pre-processing distance and centroid estimation was performed. It includes initial 

selection based on randomization and then centroids updations were performed till the iterations or epochs determined. 

Distance measures used here are Euclidean distance (Ed), Pearson Coefficient distance (PCd), Chebyshev distance (Csd) 

and Canberra distance (Cad). The results indicate that all the distance algorithms performed approximately well in case 

of clustering but in terms of time Cad outperforms in comparison to other algorithms.  
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2.Literature survey 
In 2017, Mahajan et al. [19] discussed regarding the 

classification of diabetes. They presented genetically 

optimized neural network classifier for the diabetes 

diagnosis. Their proposed method is mainly based on 

NN, principal component analysis (PCA) and genetic 

algorithm (GA). NN was used as the classifier and 

PCA was used for the dimensionality reduction. In 

2017, Jasim et al. [20] discussed about the 

classification process. They have applied k-nearest 

neighbor (KNN) and artificial neural network (ANN) 

for the classification and evaluation purpose. They 

have considered Pima-Indian-Diabetes dataset. Then 

they applied T-test. The result shows the prominence 

of ANN over KNN. In 2017, Kalyankar et al. [21] 

discussed about diabetic mellitus (DM).  They have 

implemented machine learning algorithm. It was 

implemented in the Hadoop MapReduce 

environment. It has been considered for the Pima 

Indian diabetes dataset. It is used to fetch out missing 

values.  It is capable in the prediction of types of 

diabetes. In 2017, Kaur and Batra [22] discussed 

regarding the diabetes diagnosis. They used boosting 

and bagging to improve the classifier performance. 

They compare their approach that is Hierarchical and 

Progressive Combination of Classifiers with boosting 

and bagging. Experimentation was performed on 

PIMA Indian diabetes dataset. In 2018, Kaur et al. 

[23] discussed about smart healthcare technology. 

They have proposed a Cloud IoT based framework. It 

has been proposed for the diabetes prediction. They 

considered sensors in smart wearable devices for the 

monitoring and collections of blood glucose. They 

used ensemble model for the diabetes prediction in 

patients. Their result indicates that the highest 

accuracy obtained was 94.5% through decision tree 

(DT) and neural network (NN). In 2018, Huang and 

Lu [24] suggested the key for reducing the mortality 

is the early detection. They have combined 

information gain and deep neural network (DNN) for 

the early detection. The information gain has been 

used for decreasing the attributes. They achieved 

90.26% of classification accuracy. In 2018, Kohli and 

Arora [25] discussed machine learning in terms of 

medical diagnosis. They have applied different 

classification algorithms. They considered three 

different datasets for the experimentation. These are 

Heart, Breast cancer and Diabetes dataset from the 

UCI repository. They applied p-value test for the 

feature selection by backward modeling. In 2018, 

Rani and Kautish [26] discussed regarding the large 

amount of health-related data in terms of health 

system. They suggested that the data processing and 

extraction may be difficult in case of size of the data. 

They suggested that the association clustering and 

time series-based data mining may be helpful in 

developing warning system. In 2018, Li and Ye [27] 

explored 152 type-2 diabetes. It belongs to 

Traditional Chinese Medicine records. They applied 

K-Medoids method for the clustering of TCM 

records. They applied FP-Growth algorithm for the 

extraction of hidden relationship. They achieved 71% 

accuracy. In Guttikonda et al. [28] discussed data 

mining techniques in terms of diabetes prediction. 

They considered hue for checking the nature of 

disease persistency. The Pima Indian database was 

considered for the experimentation. They have also 

used support vector machine (SVM). This 

combination is effective in the classification process. 

In 2019, Kim et al. [29] discussed about type 2 

diabetes (T2D). They applied topological data 

analysis (TDA) for the clustering analysis on the T2D 

data. In 2019, Karthikeyan et al. [30] discussed about 

rule-based system. They proposed rule-based 

classification technique. They suggested that this 

technique is effective in large kind of problems. They 

compared different classifiers in case of diabetes 

dataset. In 2020, Devasena et al. [31] discussed about 

the data analytics. They have applied predictive 

diabetes diagnosis. It has been used for the prediction 

of type 2 diabetes. In their proposed system k-means 

clustering and random forest algorithms were used. 

Their results were found to be effective.  

 

3.Proposed work 
In this paper an efficient distance estimation and 

centroid selection based on k-means clustering for 

small and large dataset.  

 

Steps of k-means algorithm are as follows: 

Step 1: Assign the centroids randomly. 

Step 2: Then there is the need of determining the 

distance of the data points. The distance will be 

measured from both of the object considering initial 

randomization.  

Step 3: Then centroids updation was performed till 

the iterations or epochs determined. 

Step 4: Distance and repositioning calculation were 

performed till the final cluster. 

Step 5: Final clustered data 

 

The complete approach is divided into following 

parts: 

1. PIMA Indian diabetes dataset selection 

2. Data pre-processing  

3. Distance and centroid estimation  

4. Impact on small and large dataset 

5. Computation analysis 



Girdhar Gopal Ladha and Ravi Kumar Singh Pippa 

236 

 

For the complete study and analysis PIMA Indian 

diabetes dataset was considered. Data pre-processing 

was performed on the dataset. It has been performed 

for the pruning of unwanted data, null instances and 

other non-relevant data. After pre-processing distance 

and centroid estimation was performed. The distance 

will be measured from both of the object considering 

initial randomization.  Then centroids updation were 

performed till the iterations or epochs determined. 

Distance measures used here are Euclidean distance 

(Ed), Pearson Coefficient distance (PCd), Chebyshev 

distance (Csd) and Canberra distance (Cad). Ed 

determines the distance between two points. It 

provides the distance between the two points. It 

shows the estimation in Euclidean space. Other 

calculative coefficients were used in case of PCd, 

Csd and Cad.  

Then impact on small and large dataset was 

considered for the further data estimation and 

analysis. For this part data division has been 

performed randomly. Data has been divided in 

different segments. Some segments are small and 

some segments are large. By this segmentation 

impact analysis were performed for the large and 

small segments. The segments considered were on 

the basis of random point selection. Finally, 

computational analysis was performed on the same 

data.  

 

Figure 1 shows the complete working process 

mechanism of data selection and computational 

analysis 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1 Complete working process mechanism of data selection and computational analysis 

 

4.Results and discussion 
The PIMA Indian diabetes dataset was considered for 

the iteration computation. Distance measures 

considered here are Ed, PCd, Csd and Cad. Ed 

determines the distance between two points. Figure 2 

shows the total elapsed iteration for small random 

dataset segment 1. Figure 3 shows the total elapsed 

iteration for small random dataset segment 2. Figure 

4 shows the total elapsed iteration for large random 

dataset segment 1. Figure 5 shows the total elapsed 

iteration for large random dataset segment 2.  

 

The analysis indicates the following: 

1. In case of Ed more iteration are needed.  

2. In case of Cad a smaller number of iterations are 

needed. 

3. Different trials suggest the same mechanism in 

case of large and small dataset. 

PIMA Indian 

diabetes dataset 

selection 

Pre-processing 
Distance and centroid 

estimation 

Impact on small and 

large dataset 

Computation analysis Performance 
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4. Overall, all algorithms are found to be prominent 

in case of clustering data. 

5. Cad needed less time in comparison to all.  

 

 

 
Figure 2 Total elapsed iteration for small random dataset segment 1 

 

 
Figure 3 Total elapsed iteration for small random dataset segment 2 
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Figure 4 Total elapsed iteration for large random dataset segment 1 

 

 
Figure 5 Total elapsed iteration for large random dataset segment 2 

 

5. Conclusion  
In this paper k-means clustering algorithm has been 

explored and analyzed. It has been explored in terms 

of four measures: distance estimation, centroid 

selection, small and large dataset and computational 

analysis. The results have been explored in terms of 

all the majors considered. In case of distance 

estimation four different distance algorithms were 

considered.  Centroid selection was completely 

random. Different trials suggest the same mechanism 

in case of large and small dataset. Overall, all 

algorithms are found to be prominent in case of 

clustering data. Cad needed less time in comparison 

to all.  
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