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1.Introduction 
Recent research on computer technology has 

followed the emergence of a replacement computing 

paradigm called Grid computing. A resource within 

the grid computing environment are some things that 

are necessary to prevent the associated operation, 

such as a processor used for processing. The 

adjustment of the resources of the computational grid 

is responsible for the innovation of resources and the 

assignment of an activity to a particular resource. In 

general, it is easy to obtain information on the ability 

to process data from the available resource [1, 2]. The 

current IT industry is operating with very high 

amounts of data using additional processing power 

and high data storage volumes. Grid computing is 

proposed as an effective resource management for the 

organization, since it involves the use of resources 

from different spaces, from different owners and with 

the different individual performance of jobs [3, 4]. 

 

 
*Author for correspondence 
 

Resource supervision and task scheduling are very 

important and complex problems in the grid 

computing environment. To manage these resources, 

work planning and load balancing techniques are 

needed that are responsible for the efficient use of 

network resources, reduction of work timeout and 

intelligent access latency. After a thorough 

investigation of an existing grid involving a large 

number of CPU clusters, we observed that grid 

programming decisions can significantly improve the 

computational time if the features of current usage 

patterns are included [5, 6]. 

 

It can be argued that the scheduling of the tasks of the 

current network and the allocation of resource 

management techniques are excessively focused on 

low-level technological aspects and, based on them, it 

is difficult to conceive how a global model can 

contain and explain all these little details. To 

overcome these problems, the new load balancing 

scheduling algorithm is extremely advantageous both 

for user interaction and system administration. 
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Therefore, the main objective of this research is to 

develop a technique that uses jobs with the PSO 

method to reduce jobs response time and increase 

calculation performance. Based on the challenges 

discussed, the objectives of this research are as 

follows: 

 To reduce the job completion time of an 

application by appropriately allocating the jobs to 

the processors. 

 To realize the full potential of grid computing, grid 

middleware desires to support various services 

such as uniform access, economic computation, 

job scheduling, composition and resource 

management. 

 To solve the problem of job activities in the grid 

computing environment, the proposed method of 

improved PSO algorithms is used in a way that 

produces a better concert and provides an 

optimized result. 

 

This paper consists of five sections which are 

organized as follows: section 1 describes the 

introductory part of the investigation. Section 2 

presents the study of literature and research work in 

the field of related subjects. Section 3 presents the 

research methodology used in this research and the 

OptorSim simulator is used to support the 

administration of resources and other capabilities, 

such as job allocation, job planning and balancing, 

etc. Section 4 presents the analysis of the results and 

section 5 concludes the research with a summary of 

the main results, the discussion of future research 

directions, final comments and describes the 

possibilities for future work. 

 

2.Related work 

The resources of the network are dispersed in a 

heterogeneous way in a large geographical area in 

which numerous and different types of users connect 

simultaneously. Since the nature of the resources is 

dynamic, the administration of these resources and 

the users adequately, the tasks must be planned 

precisely and the analogous resources required must 

be assigned accordingly. 

 

There are several heuristic algorithms designed for 

static programming of activities in a network 

environment to minimize the training of researchers 

[7, 8]. Because of the vigorous environment and 

heterogeneous resources of the network, the most 

well-known scheduling algorithms are not suitable 

for bulky systems. The exploitation of resources aims 

to amplify the time occupied by resources. In this 

research paper, our proposed algorithm aims to focus 

on resources that are not used correctly. Towards the 

algorithm identifies resources that are overloaded and 

tries to contribute the load to other less loaded 

resources or inactive resources. Subsequently, the 

algorithm eliminates the task of a deeply loaded 

resource, refines the work and assigns the resources 

loaded without haste. Therefore, the parallelism in 

the use of resources increases considerably and the 

purpose can be reduced. Hence, the load on resources 

can also be balanced [8, 9]. 

 

The authors have achieved the result that the grid is a 

dynamic system, which always changes over time 

due to a number of factors, such as ease of use of new 

resources, system errors / resources, new requests, 

completion of an activity in execution, etc. When one 

of these situations occurs, it is necessary to 

reprogram the work or reassign it for execution [10]. 

 

The algorithm review makes a decision on the 

amount of resources (such as time and storage space) 

needed to run them for resource management [11]. 

The authors suggested that it is necessary to reduce 

communication times, processing times and increase 

the use of resources in the case of light programming 

or small jobs [12]. 

 

There have been several research works on the 

problem of network activity planning, and the 

different algorithms have their advantages and 

disadvantages, but they still need further analysis and 

research to improve the performance of the computer 

network scheduling algorithm [13]. The authors 

developed a new hybrid approach algorithm. The 

proposed hybrid heuristic model included the PSO 

algorithm and the SA algorithm. Performed static 

assignment of activities in a way designed to 

minimize the cost. It occurred in the cost of execution 

and in the cost of communication when it was 

executed on different machines [14−16]. Recently, in 

[17] a real-time device scheduling system with the 

aim of reducing the cost of electricity while 

maintaining user comfort and developing a new 

device control algorithm, using the networks of Petri 

dishes that interact with users have been introduced 

with the devices in order of priority based on user 

comfort. The authors explained a plan to disseminate 

mobile average resources for virtualized cloud 

information services [18]. 

 

Alkayal et al. [19] have developed a particle swarm 

optimization algorithm based on multiple activities. 

Which one is based on a new classification strategy? 

The main work of this research was that the activities 
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were scheduled in virtual machines to minimize 

waiting times and maximize system performance. To 

overcome the difficulties, Dordaie and Navimipour 

[20] analyzed the optimization of hybrid particle 

swarm with the combination of the slope ascent 

algorithm for planning activities in cloud 

environments. This method has been programmed 

correctly. Although, the hybrid algorithm takes the 

maximum time to complete the task. Similarly, 

Verma and Kaushal [21] have improved the 

swarming of multi-target hybrid particles for 

scientific workflow scheduling. 

 

The optimization of the swarm of particles in 

combination with genetic operators and the 

distribution of Cauchy has updated the positions 

within HPSO + GA. This was applied for the 

effective movement of the particles in the fuzzy 

processing time [22]. 

 

After analyzing the literature of the resource 

scheduling algorithm, we applied IPSO, whose goal 

was to minimize average working time, in general, 

the number of job replication and efficient use of 

networks. 

 

3. Methodology 
3.1 Simulation tool and environment 

In this research, the OptorSim simulator [13] is used 

to simulate the resource scheduling algorithm 

proposed for resource management. 

 

Several tools are available to simulate resource 

scheduling algorithms to manage resources in Grid 

computing environments. In this research, we use 

OptorSim. We evaluated the algorithm by simulating 

different working ranges between 100 and 2000 in 

our experiments. 
3.1.1OptorSim 

OptorSim is a grid data simulation tool based on a 

composite modelling prototype, which allows the 

user to simulate the behaviour of a wide range of 

distributed networks for a given application, within 

the different calculation and load scenarios. The 

OptorSim architecture shown in Figure 1. 

 

This architecture is based on the data management 

components of the European transmission grid in 

which the calculation and storage resources are 

represented by the calculation elements (CE) which is 

called computing element and by the memory 

elements (SE) which is storage element, respectively, 

organized in network sites [15]. 

The CEs performs the work of processing the data 

files, which are stored in the roles of SEs and users, 

since it sends the jobs to the grid based on the chosen 

sending pattern, and therefore the Resource Broker 

(RB) programs the jobs in the network sites. 

 
Figure 1OptorSim architecture [16] 

 

When a job is processed in a CE, it will go through 

its list of files to be processed based on the chosen 

access pattern of jobs and its nature. If a file is 

required that is not present on the execution site, it 

must be replicated or read remotely [16]. 
3.1.2 Design of the simulation environment screen 

In this research, we used two configuration files to 

check different OptorSim entries; the first is the grid 

configuration file that specifies the topology of the 

grid and the content of each site (the number of SEs 

and CEs) per user. The other is the job configuration 

file that contains information for the simulated jobs. 

Therefore, we see the optimization as an ongoing 

activity, which takes place in two moments during 

the useful life of a job. 

 In the first phase of an optimization was done 

when choosing the calculation element in which 

the work must be performed. 

 In the second phase, the optimal selection of 

dynamic replication is achieved during the time of 

execution of a job; in this phase, the creation of 

replicas can be activated by the optimization 

algorithm. 
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Figure 2 Simulator environment screen layout 

 

3.2. Parameters used 

The performance estimation of the proposed 

algorithm has been done using the following metrics: 

 Mean Job Time- For executing a job the mean job 

time is required which is defined as average time. 

 Number of Replication- The replication means 

that it’s promoted increased fault tolerance, low 

bandwidth consumption, high data availability and 

improved scalability of the system. 

 Effective Network usage- It indicates networks 

that local files or remote file used on the network. 

 

Mean job time, number of replications and effective 

network usage are the critical parameters that affect 

resource management in an efficient manner. 

 

4. Result and discussion 
Improved PSO based Job scheduling performs the 

task by using different metrics. Experimental data 

had shown the comparison of standard PSO and 

improved PSO approaches. 

 

4.1. Performance evaluation and analysis of the        

algorithm 

A number of simulation-based evaluations were 

conducted to research work, in order to evaluate the 

result of the proposed algorithm. 

4.2.Proposed improved particle swarm            

optimization (IPSO) algorithm 
4.2.1. Scenario- 1 for PSO and IPSO 

The simulation parameter values used for PSO and 

IPSO scheduling algorithm are shown in Table 1 

 

Table 1 Grid simulation parameters for PSO and 

IPSO of scenario-1 
Number of jobs 100,200,300,400,500,1000,1500, 

2000 

 

 

 

1500, 2000 

1500,2000 

The categories of 

users are 

Simple 

Optimizers LruOptimiser 

access pattern 

generators 

SequentialAccessGenerator 

maximum queue 

size 

100 

Hope count 50 

 

In this experiment 100 to 2000 jobs are submitted as 

the user input using scenario-1 performance 

parameter Table 2. 

 

Table 2 Mean job time vs. jobs for PSO and IPSO 

when no. of jobs from 100 to 2000 of scenario-1 

No. of Jobs Mean job time 
Standard PSO Improved PSO 

based job 

scheduling 
100 6544 5890 

200 9804 9725 

300 17317 16001 

400 23043 18592 

500 23504 19831 

1000 35557 27702 

1500 44234 33196 

2000 45310 36515 

 

The simulation result shows that the mean job time 

obtained by PSO for 100 jobs is 6544 milliseconds 

whereas the total mean job time obtained by the 

proposed IPSO algorithm for the same number of 

jobs is 5890milliseconds. The mean job time 

obtained by PSO for 200 job is 9804 milliseconds 

whereas the Total mean job time obtained by the 

proposed IPSO algorithm for the same number of 

jobs is 9725 milliseconds. 
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Figure 3 Mean job time vs. jobs for PSO and IPSO when no. of jobs from 100 to 2000 of scenario-1 

 

On the basis of these experimental results we can 

easily conclude that the proposed IPSO scheduling 

algorithm is efficient than the existing PSO. 

 

Table 3 Number of replications vs. jobs for PSO and 

IPSO when no. of jobs from 100 to 2000 of scenario-

1 

No. of jobs Number of replications 
Standard PSO Improved PSO 

based job 

scheduling 
100 238 130 

200 399 333 

300 349 276 

400 596 377 

500 439 354 

1000 1105 1042 

No. of jobs Number of replications 
Standard PSO Improved PSO 

based job 

scheduling 
1500 1823 1760 

2000 2316 2213 

 

It gives 18.44% performance average improvement 

over the existing algorithm. 

 

From Table 3 and Figure 4 we conclude that the 

number of replications of all jobs on grid for PSO 

and IPSO in resource management. Thus, the method 

of IPSO performs better function than the existing 

PSO. 

 

 

 
Figure 4 Number of replications vs. jobs for PSO and IPSO when no. of jobs from 100 to 2000 of scenario 

 

In Table 4 and Figure 5 shown that effective network 

usage of all jobs on grid for PSO and improve 

particle swarm optimization (IPSO) in resource 

management. 

Thus, the method of IPSO performs better result than 

the existing PSO. 
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Table 4 Effective network usage vs. Jobs for PSO 

and IPSO when no. of jobs from 100 to 2000 of 

scenario-1 

No. of jobs Effective network usage 
STANDARD 

PSO 
IMPROVED 

PSO BASED 

JOB 

SCHEDULING 
100 0.7989225 0.7601586 

200 0.7934066 0.7457895 

300 0.77240025 0.7227543 

No. of jobs Effective network usage 
STANDARD 

PSO 
IMPROVED 

PSO BASED 

JOB 

SCHEDULING 
400 0.74765416 0.69526255 

500 0.7637902 0.7104087 

1000 0.81484824 0.7502435 

1500 0.8045658 0.7327863 

2000 0.82947034 0.71544332 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 5 Effective network usage vs. Jobs for PSO and IPSO when no. of jobs from 100 to 2000 of scenario-1 

 
4.2.1.1 Results analysis of scenario-1 for PSO and IPSO 

Table 2 to 4 and Figure 3 to 6 shows the result of 

various experiments conducted for 100 to 2000 jobs 

which are submitted as the user input using scenario-

1 performance parameter table. The simulation result 

show that the mean job time obtained by PSO for 100 

jobs is 6544 milliseconds whereas the total mean job 

time obtained by the proposed IPSO algorithm for the 

same number of jobs is 5890 milliseconds.  Number 

of replications obtained by PSO for 100 jobs are 238 

whereas the number of replications obtained by the 

proposed IPSO algorithm for the same number of 

jobs is 130. Effective network usage obtained by PSO 

for 100 jobs is 0.7989225 whereas the effective 

network usage obtained by the proposed IPSO 

algorithm for the same number of jobs is 0.7601586.  

 

4.3. Scenario- 2 for PSO and IPSO 

 

Table 5 Grid simulation parameters for PSO and 

IPSO of scenario-2 
Number of jobs 100,200,300,400,500,1000,1500, 

2000 

 

 

 

1500, 2000 

1500,2000 

The categories of users 

are 

Random 

Optimizers LruOptimiser 

Access pattern 

generators 

SequentialAccessGenerator 

Maximum queue size 100 

Hope count 50 

 

Hence it gives improvement of 18.44% in Mean Job 

Time, 10.74% in the number of replications, and 

7.78% in effective network usages. Hence, the 

proposed IPSO scheduling algorithm is more 

efficient than the existing PSO. 

 

The simulation result shows that the mean job time 

obtained by PSO for 100 jobs is 7401 milliseconds 

whereas the total mean job time obtained by the 

proposed IPSO algorithm for the same number of 

jobs is 5914 milliseconds. 

 

Table 6 Mean job time vs. Jobs for PSO and IPSO 

when no. of jobs from 100 to 2000 of scenario-2 

No. of jobs Mean Job Time 
Standard PSO Improved PSO 

Based Job 

Scheduling 
100 7401 5914 

200 14938 10689 

300 17897 13249 

400 25324 20206 

500 27312 19108 
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No. of jobs Mean Job Time 
Standard PSO Improved PSO 

Based Job 

Scheduling 
1000 39710 33736 

1500 42974 34838 

2000 42974 35838 

 

Mean job time obtained by PSO for 200 jobs is 

14938 milliseconds whereas the total mean job time 

obtained by the proposed IPSO algorithm for the 

same number of jobs is 10689 milliseconds. 

 

 
Figure 6 Mean job time vs. jobs for PSO and IPSO when no. of jobs from 100 to 2000 of scenario-2 

 

Similarly, for jobs, 300, 400, … 2000, are shown in 

Table 5. Thus, the method of IPSO performs better 

function than the existing PSO. 

 

From Table 6 and Figure 6 we conclude that the 

number of replications of all jobs on the grid for PSO 

and IPSO in resource management. Thus, the method 

of IPSO performs better function than the existing 

PSO. 

 

From Table 3 and Figure 6 we conducted 

experiments for 100 to 2000 jobs which are 

submitted as the user input using scenario-2 

parameter table. 

 

Table 7 Number of replications vs. jobs for PSO and 

IPSO when no. of jobs from 100 to 2000 of scenario-

2 

No. of jobs Number of replications 
Standard PSO Improved PSO 

based job 

scheduling 
100 243 216 

200 240 134 

300 416 378 

400 498 429 

500 519 326 

1000 1028 975 

1500 1958 1803 

2000 1754 1402 

 
 

Figure 7 Number of replications vs. jobs for PSO and IPSO when no. of jobs from 100 to 2000 of scenario-2 
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The simulation result shows that the effective 

network usage obtained by IPSO for 100 jobs is 

0.7935593 whereas it is obtained by the proposed 

IPSO with a digital pheromone algorithm for the 

same number of jobs is 0.7825357. 

 

Table 8 Effective network usage vs. jobs for PSO 

and IPSO when no. of jobs from 100 to 2000 of 

scenario-2 

No. of jobs Effective network usage 
Standard PSO Improved PSO 

based job 

scheduling 
100 0.7935593 0.7825357 

200 0.78409893 0.7529928 

300 0.77331854 0.7386923 

No. of jobs Effective network usage 
Standard PSO Improved PSO 

based job 

scheduling 
400 0.7588567 0.7147091 

500 0.7588567 0.6947091 

1000 0.8054105 0.7097865 

1500 0.8580156 0.7514796 

2000 0.8980245 0.7683347 

 

The effective network usage obtained by IPSO for 

200 jobs is 0.78409893 whereas it is obtained by the 

proposed IPSO for the same number of jobs is 

0.7529928. Similarly, for jobs, 300, 400, … 2000, are 

shown in table 4.30. 

 

 

 
Figure 8 Effective network usage vs. jobs for PSO and IPSO when no. of jobs from 100 to 2000 of scenario-2 

 

On the basis of these experimental results we can 

easily conclude that the proposed IPSO scheduling 

algorithm is more efficient than the existing PSO. It 

gives 7.78% performance improvement over the 

existing algorithm. 
4.3.1Results analysis of scenario-2 for PSO and IPSO 

Table 7 to 8 and Figure 5 to 8 shows the result of 

various experiments conducted for 100 to 2000 jobs 

which are submitted as the user input using scenario-

2 performance parameter table. The simulation result 

show that the mean job time obtained by PSO for 100 

jobs is 7401 milliseconds whereas the total mean job 

time obtained by the proposed IPSO algorithm for the 

same number of jobs is 5914 milliseconds.  Number 

of replications obtained by PSO for 100 jobs are 243 

whereas the number of replications obtained by the 

proposed IPSO algorithm for the same number of 

jobs is 216. Effective network usage obtained by PSO 

for 100 jobs is 0.7935593 whereas it is obtained by 

the proposed IPSO algorithm for the same number of 

jobs is 0.7825357.  

 

 

Hence it gives improvement of 20.57% in mean job 

time, 14.99% in the number of replications, 13.95% 

in the total number of local file access, 12.35% in the 

total number of remote file accesses and 8.03% in 

effective network usages. 

 

Hence, the proposed IPSO scheduling algorithm is 

more efficient than the existing PSO. 

 

5. Conclusion and future work 
In this research, we proposed a resource management 

algorithm that manages resources. To manage these 

resource jobs, the programming and resource 

allocation algorithm was evaluated. In this work, we 

improved the particle swarm optimization algorithm 

for scheduled work and the allocation was developed 

and evaluated. The proposed algorithm takes into 

account the heterogeneity of the computational 

resources of the network and solves the problem of 

the single point of error suffered by many current 

policies. Therefore, the results of the summary of the 
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average improvement in research work are shown in 

Table 9. 

 

Table 9 Average improvement summary of proposed 

algorithm PSO and IPSO with various scenarios 

Parameters  Scenario-1 Scenario-2 

Mean job time 18.44% 20.57% 

Number of 

replications 

10.74% 14.99% 

Effective network 

usage 

7.78% 8.03% 

 

The results of simulated experiments shown that the 

improved particle swarm optimization algorithm is 

able to get the better schedule than existing 

algorithms. Moreover, proposed scheduling 

algorithms have shown improvement in mean jobs 

time, no. of replications, and effective network 

usages. Some additional methods and algorithm to be 

found in future with security issues for present 

resource management technique.  

 

This research paper addressed the innovative ideas 

for researcher to an optimized scheduling algorithm 

using critical parameters to reduce mean job time; 

increase resource utilization, decrease job replication 

and increase fault-tolerant but several issues still 

require investigating.  

 

The most obvious is as follows: 

 Security becomes a significant challenge in open 

distribute systems. Security problems haven’t been 

self-addressed during this analysis of research. 

 One attainable resolution is to leverage existing 

analysis in grid security, like Globus security 

infrastructure. Future work could extend this 

research and mix it with Globus protocols for 

security.  
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