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1.Introduction 
In the present scenario, data is being gathered, 

processed, and extracted in huge amounts across 

various fields such as healthcare, education, and 

business enterprises [1]. It is crucial to acquire this 

data in a meaningful way to enable effective data 

mining (DM) and machine learning algorithms for 

different purposes [2−5]. 

 

DM algorithms enable the extraction of meaningful 

insights from vast datasets. Examples of DM 

algorithms include association rule mining, 

clustering, and classification [6, 7]. Data clustering is 

a crucial operation required in the arrangement of 

data, wherein data is arranged in similar groups based 

on their properties. Widely used clustering algorithms 

include K-means and fuzzy c-means algorithms 

[8−10]. However, in complex scenarios, clustering 

alone may fail, and evolutionary algorithms such as 

ant colony optimization, particle swarm optimization, 

teaching learning-based optimization, and Cuckoo 

Search can be useful with soft computing techniques 

[11, 12]. Machine learning algorithms are also found 

to be useful in the extraction and categorization of 

data. 
 

 
*Author for correspondence 

Examples of machine learning algorithms include 

support vector machine (SVM), logistic regression 

(LR), random forest (RF) naïve Bayes (NB), and K-

nearest neighbor (KNN) [13−18]. 

 

Knowledge extraction is a vital aspect of data mining, 

where useful patterns or significance in raw data are 

identified [19]. This process of discovering useful 

patterns or significance in raw data is called 

knowledge discovery in databases. it provides 

cleaning of conflicting data, and data mining 

provides pattern, classification, visualization, and 

rule separation. 

 

The objective of this paper is to apply machine 

learning algorithms like LR and RF on breast cancer 

data and compare the classification performances 

considering different performance measures like 

precision, recall, F1-score, sensitivity etc. 

 

2.Literature review 
The related work analysis from the previous paper 

has been performed in this section.  

 

In 2001, Kononenko [20] presented a comparison of 

state-of-the-art systems representative of various 

categories of machine learning that are applicable to 
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medical diagnosis. They discussed their utilities by 

considering two studies and found that the classifiers' 

decisions were beneficial for analyzing data 

intelligently. The discussed machine learning 

approaches included Naïve Bayes, neural network, 

and symbolic learning. Their second approach 

described the uses of machine learning in verifying 

unexplored phenomena required for complementary 

medicines. 

 

In 2019, Kamra et al. [21] provided a brief 

assessment of the literature based on various machine 

learning and data mining approaches used in medical 

diagnosis assistance systems. They found that smart 

healthcare applications linked to the developed 

systems would grow in popularity. 

 

In 2020, Xiang et al. [22] performed a review based 

on two criteria: unsupervised learning and semi-

supervised learning. They further studied the 

combination of these learning methods and offered a 

summary of available research on techniques for 

building effective machine learning models for 

medical applications. They discussed overviews of 

medical big data, healthcare management systems, 

and existing machine learning algorithms for e-

health. 

 

In 2020, Juddoo and George [23] addressed how 

machine learning can be a powerful method for 

enhancing data quality, particularly in the context of 

big data, by identifying poor quality data related to 

insufficiency and inaccuracy. They collected data on 

EHR Products Used for Meaningful Use Attestation 

and used RapidMiner Studio to link the dataset as a 

local data repository. The statistics feature 

highlighted concerns with completeness in terms of 

missing values. They discussed the use of Bayesian 

isotonic regression, lp-norm regularization (SRSp), 

and cluster-based best match scanning (CBMS). 

 

In 2020, Leung et al. [24] proposed a solution for 

processing and interpreting COVID-19 

epidemiological data that combines data analytics 

and machine learning. The program uses OLAP and 

taxonomy to generalize some attributes for analysis 

and effectively aids users in better comprehending 

data on COVID-19 confirmed instances. Although 

this tool is designed specifically for machine learning 

and analytics of large epidemiological datasets, it can 

also be used for machine learning and analytics of 

large datasets in various other practical applications 

and services. 

In 2021, Jayatilake and Ganegoda [25] discussed 

various machine learning methodologies and 

algorithms used in the healthcare industry for 

decision-making, as well as the use of machine 

learning in healthcare applications. They explored the 

knowledge that neural network-based deep learning 

techniques have excelled in the area of computational 

biology, aided by the powerful processing of 

contemporary sophisticated computers, and are 

widely used due to their high predicting accuracy and 

dependability. 

 

In 2021, Tchito et al. [26] conducted research on 

machine learning methods for biomedical 

classification using the Spark programming model, 

with a focus on handling large datasets for 

biomedical image classification problems. They 

developed a workflow that includes all necessary 

steps for classifying biological images and found that 

SVM performs well for medium-sized datasets while 

deep learning is better suited for larger datasets. They 

suggested using Spark as the foundation for the 

workflow. 

 

Also in 2021, Chahar [27] discussed the benefits of 

using analytical and computational techniques to 

improve healthcare informatics, with a focus on data 

mining, evolutionary algorithms, and machine 

learning methodologies. The study is useful for 

improving the internal and external components of 

the decision support system for better performance. 

 

Finally, Mustafa and Azghadi [28] reviewed AutoML 

technology's tools and methods, particularly in the 

healthcare sector. They discussed the unique 

challenges of processing medical notes and reviewed 

relevant ML research for clinical notes. They 

concluded that significant research issues and 

challenges must be resolved to establish an AutoML 

platform for clinical notes. 

 

In their 2021 study, Aldahiri et al. [29] demonstrated 

how popular machine learning algorithms have been 

utilized in the healthcare industry for prediction and 

classification tasks. They provided a comprehensive 

overview of current ML techniques and their 

application in IoT medical data. The authors also 

noted that several ML prediction algorithms have 

significant drawbacks, which must be considered 

when selecting the best strategy to forecast critical 

healthcare data based on the type of IoT dataset. 

According to their research, the KNN method is 

frequently used for classification and prediction 

tasks, but it may take some time to forecast results in 
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real-time applications. To improve prediction 

performance, some researchers have suggested 

integrating recurrent neural networks (RNN) with 

long short-term memory neural networks (LSTM). 

 

In their 2021 paper, Vokinger et al. [30] discussed the 

potential for bias at various stages of the 

development process in the healthcare industry, 

including data collection and preparation, model 

construction, model review, and post-authorization 

deployment in clinical practice. They found that 

several methods, such as transparency regarding the 

chosen training datasets, mathematical de-biasing 

techniques, machine learning interpretability, and 

post-authorization monitoring, can help to reduce the 

risk of bias. 

 

In 2021, Rafi and Shubair [31] attempted to provide a 

comprehensive overview of recent publications 

related to the prognosis of diabetes, Parkinson's 

disease, heart disease, and breast cancer. Their 

primary objective was to highlight the use of 

optimization methods in machine learning to develop 

effective prediction systems. They provided 

examples of classification of optimization, deep 

learning, and machine learning approaches. 

Additionally, they aimed to develop small solutions 

for intelligent decision-making systems utilizing 

optimization methods, and for this purpose, they 

analyzed the need for large datasets. 

 

In 2021, Sun et al. [32] utilized data from the 

research group of Svetlana Ulianova to conduct an 

experiment aimed at predicting heart disease using 

various computational methods such as random 

forest, support vector machine, and logistic 

regression. They used the correlation coefficient 

method of feature extraction and applied five-fold 

cross-validation. The results indicated that support 

vector machine performed better than random forest 

and logistic regression with an ROC curve of 

78.84%. The study highlighted the potential benefits 

of using machine learning techniques for disease 

prediction. 

 

In 2022, Dhinakaran et al. [33] proposed a remote 

monitoring system that continuously monitors 

patients and alerts medical professionals when 

necessary, using cloud computing and other machine 

learning methods. The study provided an overview of 

remote patient monitoring systems, their components, 

and their benefits. The researchers specifically 

addressed wireless body area network (WBAN) 

issues in remote patient monitoring and proposed 

machine learning based healthcare system solutions 

for remote patient monitoring. 

 

In 2022, Elyan et al. [34] examined at the most recent 

developments in computer vision technology as they 

were used in the field of medicine. They talked about 

the main issues with intelligent data-driven medical 

applications and Computer Vision. In order to solve 

complicated vision problems, such as medical image 

classification, shape and object recognition from 

images, and medical segmentation, they first 

critically analysed the body of literature in the 

computer vision domain. Secondly, they provided a 

thorough analysis of the numerous issues that are 

thought to be obstacles to advancing the study, 

creation, and use of intelligent computer vision 

approaches in actual medical settings and hospitals. 

 

In 2022, Hinterwimmer et al. [35] identified the 

requirements for the efficient implementation of this 

unique technique by examining which predictions are 

already practicable using machine learning models in 

knee arthroplasty. To locate machine learning 

applications for knee arthroplasty, a thorough search 

of PubMed, the Medline database, and the Cochrane 

Library was carried out. Their search strategy 

identified 225 articles and out of which 19 articles 

were considered. Further, they considered 

methodological assessment:  a modified Coleman 

Methodology Score (mCMS). They found the AUC 

median of 0.76 and the median mCMS was 65 

(interquartile range, 40-80). 

 

In 2022, Zhang et al. [36] presented advancements 

and difficulties that define machine learning for 

healthcare from a data-centric perspective. They 

explored the usage of more modern transformer 

models for handling larger datasets and boosting the 

modelling of clinical language, as well as deep 

generative models like Generative adversarial 

network (GAN) and federated learning as techniques 

to augment datasets for greater model performance. 

They discussed about the issues with the deployment 

of machine learning that are data-focused. They 

stressed the necessity to account for natural data 

shifts that can impair model performance as well as 

the importance of rapidly delivering data to machine 

learning models for timely clinical predictions. 

 

In 2022, Severn et al. [37] proposed the framework 

on TCGA-GBM dataset available publicly and which 

is obtained from The Cancer Imaging Archive. They 

discussed a unique pipeline for explainable machine 

learning imaging that employs Shapley values and 
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radiomics data as tools to explain result predictions 

using intricate prediction models created using well-

defined predictors from medical imaging. They find 

it beneficial to use the approach of model-agnostic 

explainer. It was identified as limitation of their work 

that some more relevant metrics were required for the 

quality explanation. 

 

In 2022, Zhu et al. [38] considered 343 artificial 

intelligence/machine learning devices enabled with 

medical facility.. Cardiovascular (12.0%) and 

radiology (70.3%) medical specialist panels 

evaluated most of the devices. Since the middle of 

2010, the rise of these devices has rapidly increased. 

Most devices (95.0%) were approved for sale under 

the 510(k) premarket notification method, and 69.4% 

of them were software-based medical devices 

(SaMD). The most frequent uses of the 241 

radiology-related gadgets were for diagnostic support 

(48.5%) and picture reconstruction (14.1%). 20.5% 

of the 117 radiology-related diagnostic aids for breast 

lesion assessment and 14.5% for echocardiography 

cardiac function assessment were created. The most 

frequent uses of the 41 cardiology-related devices 

were hemodynamic and vital sign monitoring 

(26.8%) and arrhythmia diagnosis based on 

electrocardiography (46.3%). Their study was 

restricted to FDA-approved devices, which decreased 

the generalizability of the findings. Some of the 

recent analysis is shown in Table 1. 

 

 

Table 1 Methodological analysis based on the results 
S. No. Author and 

year 

Dataset Method Result Advantage Limitation 

1 Kobashi et al. 

2016 [39] 

Recruited 52 

osteoarthritis (OA) 
at Hyogo College 

of Medicine at 

Japan 

Linear model, 

Generalized linear 
model with and 

without optimized 

and neural network 

Achieved the 

correlation 
coefficient of 79%, 

78%,79%, 79% and 

root mean square 
error of 3.43, 3.63, 

3.44, 3.58 in linear 

model, Generalized 
linear model with and 

without optimized 

and neural network. 

It is helpful in the 

prediction of post-
operative knee 

kinematics. 

They are a need 

to apply other 
features also. 

2 Lu et al. 

2017 [40] 

Considered 987 

dataset from 

Chung Shan 
Medical 

University 

Hospital Tumor 
Registry 

Multivariate 

adaptive regression 

splines, RF, 
Extreme learning 

machine, SVM, 

C5.0 

The C5.0 method is 

the best one for 

predicting ovarian 
cancer recurrence. 

Ensemble learning is 

better to provide the 

classification 
accuracy than 

normal parts of 

machine learning. 

There is a need to 

apply C5.0 

method in hybrid 
scheme. 

3 Pitoglou et al. 

2018 [41] 

A total of 131,872 

hospitalisation 

records from 2000 
to 2017 were used. 

Support Vector 

Machine, LR,  

Gaussian NB, 
Deep Multilayer 

Neural Network 

and KNN 

Achieved Highest 

AUROC of 78.5% 

and MCC of 0.57 in 
KNN whereas 

Gaussian NB gives 

the lowest AUROC 
of 70.8% and 0.431. 

It lowers the 

obstacle to 

implementation. 

There may be 

biasness in 

collected data as 
it is collected 

from only one 

hospital. 
 

4 Reamaroon et al. 

2018 [42] 

401 patient cases 

among which 48 
were positive and 

353 were negative 

suffering from 

moderate hypoxia. 

Applied LR, SVM 

(with class-
weighted and 

uncertain labels), 

random forest, 

machine learning 

algorithms 

Attained accuracy of 

72.63%, 74.34%, 
74.92%, 78.04%, 

81.57% from LR, 

RF, SVM with class-

weighted and support 

vector machine with 

uncertain labels.  

It showed the 

Increased 
performance.  

There is a need of 

reformulation in 
context to label 

uncertainty and 

privileged 

Information. 

Small sample 

size. 

5 Liu et al. 

2019 [43] 

Autistic spectrum 

disorder screening, 

Breast cancer, 
coronary artery 

disease, Diabetic 

Retinopathy 
Debrecen, 

Fertility, 

Immunotheraphy, 
Chronic Kidney, 

Applied 

Schlesinger-

Kozinec (SK) 
algorithm based on 

Scaled Convex 

Hull-Based. 

100% accuracy 

attained by KSK-S 

for Autistic spectrum 
disorder, coronary 

artery disease and 

Chronic kidney 
dataset. 

KSK achieved the 

highest accuracy of 
99.85% in Chronic 

KSK-S obtained the 

better performance 

in the prediction. 

Need to apply 

KSK-S for the 

problems of 
multiclass. 
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S. No. Author and 

year 

Dataset Method Result Advantage Limitation 

Parkinson’s 

Disease Detection 
and Spect Heart   

Kidney dataset. 

LibSVM obtained the 
100% accuracy for 

Chronic Kidney 

dataset.  

6 Chang et al. 
2019 [44] 

A Beijing 
cardiovascular 

hospital's 

hypertension 
database. They 

collected the 1357 

cases.  

Decision Tree, 
SVM, XGBoost, 

RF 

XGBoost 
outperformed than 

decision Tree, RF, 

and SVM. XGBoost 
achieved the 

accuracy of 94.36%, 

F1 measure of 87.5% 
and AUC of 92.7% 

Lower the cost. 
Increase the 

effectiveness of 

treatment and 
diagnostics. 

Small sample 
size. 

To achieve a 

greater predictive 
effect, the feature 

selection 

approach needs to 
be improved. 

7 Khushi et al. 

2021 [45] 

Two datasets were 

considered as: The 
Prostate, Lung, 

Colorectal, and 

Ovarian (PLCO) 
and National Lung 

Screening 

Trial (NLST) 

LR, linear support 

vector regression 
(SVC), and RF 

PLCO dataset: 

Obtained AUC of 
71.34% in Logistic 

regression by using 

SMOTEENN 
method, AUC of 

86.84% in random 

forest by using 
SMOTETomek and 

AUC of 71.26% in 

Linear SVC by using 
SMOTEENN. 

NLST dataset: 

Obtained AUC of 
65.50% in Logistic 

regression, 88% in 

random forest and 
65.50% in Linear 

SVC by using 

SMOTETomek 
method. 

Reduce the damage 

brought on by 
misdiagnosis. 

Need to combine 

imbalance 
approaches with 

more diversified 

classifiers to 
improve model 

prediction. 

8 Yang et al.  

2021 [46] 

Collected the 

medical records 
1256 with 21 

variables of 

Second Affiliated 
Hos- pital of 

Shanxi Medical 

University.  

Applied machine 

learning models: 
weighted RF, LR, 

SVM, and 

weighted SVM 

Achieved higher G-

means of 82%, AUC 
of 82% and F-

measure of 46%,  

The issue of data 

imbalance in liver 
cirrhosis with 

Hepatic 

encephalopathy 
(HE) was resolved. 

The study is 

restricted to HE 
that emerged 

during that time. 

HE cannot be 
predicted while 

the disease is still 

in progress. 
It had some 

missing data. 

The data might 
not accurately 

reflect the entire 

HE population. 
The model needs 

to be explored 

further on other 
datasets. 

9 Bharti et al.  

2021 [47] 

Used the four 

datasets of 
Hungary, leveland, 

Long Beach V and 

Switzerland, 

Used Deep 

Learning, Logistic 
regression, support 

vector machine, 

Decision tree, K-
nearest 

neighbours, 

random forest,  

Attained accuracy of 

83.3%, 84.8%, 
83.2%, 80.3%, 

82.3%, 94.2%  

Specificity of 82.3%, 
77.7%, 78.7%, 

78.7%, 78.9%, 83.1%  

Sensitivity of 86.3%, 
85.0%, 78.2%, 

78.2%, 78.5%, 82.3% 

in Logistic 
regression, K-nearest 

neighbour, support 

vector machine, 

Less computational 

time. 
 

The dataset needs 

to be normalised. 
Small data size. 
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S. No. Author and 

year 

Dataset Method Result Advantage Limitation 

random forest, 

decision tree and 
deep learning  

10 Ram and 

Vishwakarma 

2021 [48] 

PIMA Indian 

dataset 

RF, LR, SVM, 

KNN, Gradient 

Boosting Machine, 
NB  

Achieved highest 

accuracy of 84.7% in 

Logistic Regression 
with nine features.  

Not Found It cannot 

determine which 

kind of diabetes a 
person has. 

11 Khan et al. 2022 

[49] 

UCI: Adult 

database having 
2,206 pieces data 

with a size of 5.5 

MB. It contained 
15 attributes 

Incognito 

algorithm 

The proposed 

model's privacy is 
superior to existing 

models. 

Accelerating 

execution time. 
Improved data 

quality and the 

services. 

incorrect search 

results 

12 Urban et al. 

2022 [50] 

381 patients 

suffered from 

acute heart failure 

Implemented K-

medoids algorithm 

for creating the 

clusters 

six patient 

phenotypes with 

AHF having p=0.002 

of one year mortality  

Consistent and 

heterogeneous 

clusters.  

Restricted clinical 

parameters. 

Collected data 

had missing 

values. 

Small data size. 
Lack of external 

validation. 

 

13 Lee et al. 

2022 [51] 

Data from 685,225 

blood culture tests 

were retrieved 
from Seoul, 

Republic of 

Korea's Sinchon 
and Gangnam 

Severance 

Hospitals, which 
are connected with 

Yonsei University. 

Gradient boosting 

algorithms, 

random forest, 
multi-layer 

perceptron was 

Applied. 

Achieved AUROC of 

76.2% for 12-hour 

data and 75.3% for 
24-hour data in 

multi-layer 

perceptron. 

Might enhance the 

clinical prognosis in 

actual clinical 
practise. 

Use of historical 

data from 

electronic health 
records. So, need 

to compare it with 

real data. 
Data taken from 

numerous 

different centres 
must undergo 

external 

validation. 

 

14 Ahmad et al.   

2022 [52] 

Heart Disease UCI 

Kaggle Dataset, 
Cleveland, 

Hungary, 

Switzerland, and 
Long Beach V 

Extreme Gradient 

Boosting classifier 
without and with 

GridSearchCV, 

Support vector 
machine, K-

nearest neighbour, 

Logistic regression 

Achieved higher 

training and testing 
accuracy of 99.03% 

and 100% in Extreme 

Gradient Boosting 
Classifier with 

GridSearchCV.  

NA There is a need to 

apply 
GridSearchCV 

with a Gradient 

Boosting 
Classifier. 

15 Dong et al. 
2022 [53] 

The electronic 
medical records 

(EMR) database 

available at the 
People’s 

Liberation Army 

(PLA) 
General Hospital, 

North China. The 
data was collected 

from 816 T2DM 

patients (585 men) 

They considered 
Seven machine 

learning 

techniques: 
decision tree, 

support vector 

machine, logistic 
regression, light 

gradient boosting 
machine 

[LightGBM], 

extreme gradient 
boosting, artificial 

neural network, 

adaptive boosting.  

The highest AUC 
was for the 

LightGBM model 

0.815. 

In contrast to data 
collected from 

clinical trials, 

they used RWD 
generated from 

EMR, which is 

probably more 
representative of the 

heterogeneous 
T2DM patient 

group. 

They discovered risk 
factors that have not 

previously been 

linked to a higher 
incidence of 

Diabetic kidney 

disease (DKD). 

The collected data 
have potential 

bias.  

16 Tanioka et al.  
2022 [54] 

They considered 
51 of the 930 

patients in the 

development and 

They applied 
logistic regression, 

k-nearest 

neighbors (k-NN) 

 
K-NN achieved the 

highest AUC of 

0.790, sensitivity of 

The model was 
developed using 

computerized 

tomography images 

To obtain more 
robust quality, the 

development and 

validation cohorts 
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S. No. Author and 

year 

Dataset Method Result Advantage Limitation 

71 of the 212 

patients in the 
validation cohort. 

algorithm, 

XGBoost, support 
vector machines 

(SVMs) and 

random forests 

0.846, specificity of 

0.733 and accuracy 
of 0.775. 

from multiple 

vendors and multiple 
centres. 

need more 

patients. 
computerized 

tomography 

results were 
assessed by 

people. 

 

3.Methods 
The paper describes the use of two algorithms, LR 

and RF, for the classification of a disease using the 

Breast Cancer Wisconsin Dataset, which has 699 

instances and 10 attributes. The purpose of the 

research is to investigate the effectiveness of these 

algorithms for medical data classification. 

 

The first step in the experimentation process is data 

pre-processing, which involves transforming the raw 

data into a structured format that is free of errors and 

inconsistencies. This step is necessary to ensure that 

the data is suitable for further processing. 

 

The next step is feature extraction, which is the 

process of reducing the amount of data while 

retaining the most relevant information. This step is 

essential in reducing the number of resources 

required for the analysis and speeding up the machine 

learning task, such as classification. 

 

To test the effectiveness of the LR and RF 

algorithms, the dataset is split into three portions: 

training data, validation data, and test data. The first 

portion, training data, is used to fit the model, while 

the second portion, validation data, is used to check 

the unbiased evaluation of the model. The final 

portion, test data, is used for the final evaluation of 

the model. 

The step-wise algorithm for LR is as follows: 

 Data preparation: Collect the data and prepare it 

for analysis by cleaning, transforming, and 

organizing it in a suitable format. 

 Select the predictor variables: Choose the predictor 

variables that will be used to predict the outcome 

variable. The selection process can be based on 

domain knowledge or statistical techniques such as 

correlation analysis. 

 Define the outcome variable: Choose the outcome 

variable that will be predicted by the predictor 

variables. This variable should be categorical or 

binary. 

 Create a training and testing dataset: Split the data 

into a training dataset and a testing dataset. The 

training dataset will be used to train the model, 

while the testing dataset will be used to evaluate 

the model's performance. 

 Fit the logistic regression model: Use the training 

dataset to fit the logistic regression model. This 

involves estimating the model coefficients using 

maximum likelihood estimation. 

 Evaluate the model: Use the testing dataset to 

evaluate the performance of the logistic regression 

model.  

 Iterate and improve the model: If the model 

performance is not satisfactory, repeat steps 2-6 by 

adding or removing predictor variables or using 

different modeling techniques until the desired 

performance is achieved. 

 Use the model for prediction: Once the logistic 

regression model is developed and validated, it can 

be used to predict the outcome variable for new 

data. 

 

The step-wise algorithm for RF is as follows: 

Step 1: Initialization: Initialize the number of 

decision trees to be constructed and the cycle criteria 

for termination. 

Step 2: Random Sampling: Select k data points 

randomly from the training set. 

Step 3: Tree Construction: Gather the selected data 

points from the associated tree and build the decision 

tree. 

Step 4: Feature Selection: Consider a random number 

of features for the decision tree construction. This 

step ensures that each decision tree is constructed 

using a different set of features, which helps in 

reducing the correlation among the trees. 

Step 5: Repeat: Steps 2 to 4 will be repeated until the 

cycle criteria for termination are met. This ensures 

that multiple decision trees are constructed using 

different data points and features. 

Step 6: Prediction: To predict the class of a new data 

point, the algorithm uses all the decision trees to vote 

for the final class. The class that gets the highest 

number of votes is assigned as the final prediction. 

 

 

 

 

 



Abhishek Kumar and Sujeet Gautam 

38 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Working procedure of the complete 

approach 

 

4.Results and discussion 
Figure 2 displays the accuracy comparison of the LR 

algorithm across different split ratios. The accuracy 

level refers to the percentage of correct predictions 

made by the model. It shows that the accuracy level 

varies between 96% to 97% across different split 

ratios, indicating that the LR algorithm is effective in 

classifying the data. On the other hand, Figure 3 

displays the error rate comparison of the LR 

algorithm based on different split ratios (70-30 (S1); 

75-25 (S2) and 80-20 (S3)). The error rate refers to 

the percentage of incorrect predictions made by the 

model. Root mean squared error (RMSE) and mean 

absolute error (MAE), were considered for error 

rates. Both are metrics used to measure the difference 

between predicted and actual values in a regression 

analysis. The figure shows that the error rate 

decreases as the split ratio increases, indicating that 

the LR algorithm performs better with a larger 

training set. Overall, the result suggests that the LR 

algorithm is effective in classifying the data with an 

accuracy level of 96% to 97%. The figures 

demonstrate the impact of different split ratios on the 

accuracy and error rate of the algorithm, highlighting 

the importance of selecting an appropriate split ratio 

for training and testing the model. Figure 4 displays 

the accuracy comparison of the RF algorithm across 

different split ratios. The accuracy level refers to the 

percentage of correct predictions made by the model. 

It shows that the accuracy level varies between 96% 

to 98% across different split ratios, indicating that the 

RF algorithm is effective in classifying the data.  

 
Figure 2 LR based result comparison considering precision, recall, F1-score, and accuracy 
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Figure 3 LR based error rate comparison 

 

 
Figure 4 RF based result comparison considering precision, recall, F1-score, and accuracy 

 

5.Conclusion 
This paper investigated the effectiveness of two 

machine learning algorithms, LR and RF, for 

classifying a disease using the Breast Cancer 

Wisconsin Dataset. The results indicate that both 

algorithms are effective in classifying the data, with 

the LR algorithm achieving an accuracy level of 96% 

to 97%, and the RF algorithm achieving an accuracy 

level of 96% to 98%. The figures also demonstrate 

the impact of different split ratios on the accuracy 

and error rate of the algorithms, highlighting the 

importance of selecting an appropriate split ratio for 

training and testing the model. The study emphasizes 

the importance of data pre-processing and feature 

extraction in preparing the data for machine learning 

tasks. Overall, the findings suggest that machine 

learning algorithms can be effective in medical data 

classification, with the potential to contribute to the 

development of more accurate and efficient 

diagnostic tools.  
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