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1.Introduction 
Several computational models have been proposed to 

determine the states of emotion from brain signals, 

which can be captured using different modalities, 

including electroencephalogram (EEG). Through 

EEG, electrical signals that are emancipated during 

brain activation are amplified and recorded. In most 

studies, construction of the computational models for 

emotional state classification using EEG involves 

data acquisition, signal preprocessing, feature 

extraction and training. During data collection, EEG 

signals are recorded while brain stimulation tasks are 

performed. Unwanted noise and artifacts are filtered 

through pre-processing step. Consequently, features 

as the input for the classification through supervised 

machine learning are extracted from the filtered 

signals. Different set of features has been 

experimented including statistical features [1, 2], 

Mel-frequency Cepstral coefficients [3], Kernel-

density Estimation [4], Gabor visual features [5] and 

CMAC-based model of the effects [6].  

 

 
*Author for correspondence 

However, the most fundamental features, which is 

also the most commonly used features are the power 

spectral density [7−11].   

 

Likewise, different machine learning models have 

been employed to perform emotion classification, 

including multilayer perceptron [3], [12−14], support 

vector machine [1, 15], k-nearest neighbor [16], 

adaptive Neuro-fuzzy inference systems [5], 

AdaBoost [17], dynamical graph convolutional 

neural network [18] and many others. 

 

However, almost all papers do not address the issue 

of profiling emotion using supervised machine 

learning on interrupted EEG signals, especially 

recorded by wireless EEG machines due to unstable 

connectivity issues. Based on a preliminary study, 

emotion profiling on interrupted EEG signals 

produces low classification accuracy. 

 

Therefore, the objective of this paper is to propose a 

technique to handle interrupted EEG signals for 

emotion classification. Related works are presented 

in the following section, which is succeeded by the 
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methods. Results of emotion classification using 

interrupted EEG and interpolated data are presented 

before the Conclusion. 

 

2.Related works  
Based on the current states of the art, profiling of 

emotion through machine learning involves data 

acquisition, preprocessing and supervised machine 

learning. Data acquisition includes the recording of 

EEG signals during brain stimulation tasks. Through 

preprocessing, unwanted are filtered out and features 

are extracted. Fundamentally, power spectral density 

(PSD) is widely used as the primary features for 

emotion classification using EEG signals, hence it is 

discussed below. Furthermore, many supervised 

machine learning classifiers are used to perform 

emotion classification, as elaborated in this section. 

As indicated in [19], emotion classification is 

performed through different approaches of emotion 

stimulation during EEG signal recording, different 

feature extraction techniques and different 

classification algorithms.  

 

For emotion stimulation, photographs from the 

international affective picture standard (IAPS) [20] 

dataset are widely used as stimuli set. Each 

photograph has been rated based on valence, arousal 

and dominance, which then become the reference for 

the selection of stimuli set. For example, in a study 

[21], the measurements of valence and arousal are 

used to select and classify IAPS photographs that are 

then presented to the subjects for emotion stimulation 

while EEG signal are recorded. Based on valence and 

arousal, IAPS photographs are also categorized as 

either calm, positively excited and negative excited 

emotional states [22]. In other studies, different 

categories of emotional stimuli are derived such as 

calm-neutral and negatively excited [23, 24], 

happiness, sadness, fear and calm [3], and many 

others. 

 

Furthermore, many approaches have been 

implemented to extract features from recorded EEG 

signals for emotion classification. Different 

approaches include the number of EEG electrodes, 

frequency bands, filtering and feature extraction 

techniques are implemented. In terms of the number 

of electrodes, it is inferred from the state of the art 

that the standard number of EEG electrodes for 

emotion classification has not been established yet. 

Among others, the numbers of electrodes analysed 

for emotion classification are 64 electrodes [25, 26], 

14 electrodes [15, 18], 8 electrodes [3, 27] and 5 

electrodes [17, 28]. 

Although various techniques have been implemented 

to extract features from EEG signals for emotion 

classification, including statistical features [1, 2], 

Mel-frequency Cepstral coefficients [3, 12], Kernel-

density Estimation [4], Gabor visual features [5] and 

CMAC-based Model of Affects [6], power spectral 

density [29] being the most fundamental technique 

for extracting features is still used [7-11]. 

 

To perform emotion classification, different machine 

learning classifiers have been employed. Using 

multilayer perceptron (MLP) as the classifier to 

classify happy, love, sad and anger, an average of 

78.11% accuracy was obtained [13].  In another 

study, MLP was used to measure valence and arousal 

for classifying happy, sad, fear and calm [12]. In the 

study, emotion classifiers are further applied to 

analyze the stress level of primary school teachers. In 

addition to that, MLP is used to classify emotion 

based on recalibrated speech affective space model 

(rSASM) and 12-point affective circumplex (12-

PAC) [3]. At an average, classifying emotion using 

MLP based on rSASM produced an accuracy of 

78.5%, which is 14.5% lower than the accuracy on 

12-PAC model. 

 

In other words, different techniques and algorithms 

have been implemented for classifying emotion from 

EEG signals. However, almost all papers do not 

address the issue of profiling emotion using 

supervised machine learning on the interrupted 

encephalogram (EEG) signals. In this paper, the 

concern is elaborated and a solution is proposed. 

 

3.Methods 

This study was implemented through several 

processes, including data acquisition, pre-processing 

and supervised machine learning: 

 

Data Acquisition 

Data was obtained from Universiti Sains Malaysia 

(USM) through neural plasticity, functional 

reorganization and network reconfiguration of the 

human brain after traumatic brain injury in cognitive, 

language and attention processing study. Data 

acquisition involves the recording of EEG signals 

during brain stimulation, which is executed after 

obtaining a written informed consent from the 

participants. In this paper, only EEG recordings of 6 

participants are analyzed and reported. EEG signals 

are recorded using 64 channels A.N.T. EegoSport 

based on the international standard of 10-20 EEG 

electrode position [30].  With the sampling rate of 

1000Hz and reference at CPz, the channels are Fp1, 
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Fpz, Fp2, F7, F3, Fz, F4, F8, FC5, FC1, FC2, FC6, 

M1, T7, C3, Cz, C4, T8, M2, CP5, CP1, CP2, CP6, 

P7, P3, Pz, P4, P8, POz, O1, O2, EOG, AF7, AF3, 

AF4, AF8, F5, F1, F2, F6, FC3, FCz, FC4, C5, C1, 

C2, C6, CP3, CP4, P5, P1, P2, P6, PO5, PO3, PO4, 

PO6, FT7, FT8, TP7, TP8, PO7, PO8 and Oz.  

 

The recording of EEG signal intends to capture two 

major mental states, namely resting state and 

emotional state. Each resting state is recorded for 30 

seconds, while each emotional state is recorded for 

60 seconds. As depicted in Figure 1, the recording of 

EEG starts with a resting state, which is set in 

between two emotional states. The sequence of 

emotional state is sadness, calm, happiness and fear. 

Thus, the entire protocol is completed in 400 

seconds.  During the resting state, participants are at 

idle. On the other hand, during the emotional states, 

participants are expected to observe the 

corresponding emotional stimuli presentation. 

 

 

 
Figure 1 EEG recording protocol 

 

Emotional stimuli are obtained from the International 

Affective Picture System (IAPS) that provides 

normative ratings of emotion for a set of color 

photographs [20]. Each photo-graph has been rated 

based on valence, arousal and dominance. In this 

paper, only valence and arousal are analyzed. 

Therefore, a 2-dimensional affective space [31] that 

comprises of valence and arousal as the horizontal 

and vertical axes is referred. 

 

As illustrated in Figure 2, emotional states that are 

located on the right of the vertical axis are considered 

as having a positive valence, and emotional states 

that are located on the left of the vertical axis are 

considered as having a negative valence. Likewise, 

emotional states that are located on top of the 

horizontal axis are considered as having positive 

arousal, and emotional states that are located below 

the horizontal are considered as having negative 

arousal. Furthermore, emotional states with positive 

valence and positive arousal are labelled as 

Happiness, emotional states with negative valence 

and positive arousal are labelled as Fear, emotional 

states with negative valence and negative arousal are 

labelled as Sadness and emotional states with positive 

valence and negative arousal are labelled as Calm. 

 
Figure 2 Affective space model 

 

The selection of emotional stimuli is performed based 

on the ranking of normative ratings, where 

photographs at the higher ranks are categorized as 

positive, and photographs at the lower ranks are 

categorized as negative. Nevertheless, photographs 

with extreme objects and scenes such as mutilated 

bodies and erotic nudes are excluded. With that, 6 

sets of each emotional stimuli are extracted. Each 

participant is presented with only one set for each 

emotional state. Table 1 shows the ID of photographs 

in IAPS which are grouped into different emotional 

stimuli sets. 
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Table 1 Emotion stimuli ID 

Set Photograph ID 

Calm 1 1610, 2035, 2370, 5010, 5200, 5551, 5725, 5779, 5811, 7325 

Calm 2 1604, 1620, 2304, 2360, 2598, 5000, 5202, 5760, 5780, 5891 

Calm 3 2211, 4561, 5300, 5395, 5870, 5891, 5991, 7500, 7550, 7820,  

Calm 4 2211, 4561, 5300, 5395, 5870, 5891, 5991, 7500, 7550, 7820,  

Calm 5 1410, 1450, 1500, 1510, 1600, 1601, 1602, 1603, 1604, 1620,  

Calm 6 1122, 1460, 1616, 1740, 1812, 1850, 1903, 1942, 2019, 2020,  

Fear 1 3030, 3053, 3060, 3080, 3120, 3170, 3266, 6563, 9410, 9413,  

Fear 2 3000, 3010, 3068, 3069, 3071, 3130, 3530, 6313, 6350, 9940,  

Fear 3 3001, 3064, 3170, 3500, 6230, 6231, 6250.1, 6250, 9600, 9940,  

Fear 4 1114, 1525, 1932, 2811, 3068, 3069, 6315, 8475, 8485, 9635.1,  

Fear 5 1019, 1022, 1030, 1033, 1040, 1051, 1070, 1080, 1090, 1101,  

Fear 6 1050, 1052, 1300, 1304, 1321, 1930, 2053, 2352.2, 2800, 2900,  

Happiness 1 5629, 7405, 8034, 8163, 8185, 8190, 8200, 8300, 8400, 8492,  

Happiness 2 5470, 5621, 8030, 8080, 8170, 8186, 8370, 8490, 8499, 8501,  

Happiness 3 1121, 1313, 1340, 1350, 1440, 1463, 1540, 1560, 1595, 1630,  

Happiness 4 4626, 8178, 8179, 8186, 8191, 8192, 8193, 8251, 8341, 8499,  

Happiness 5 1340, 1463, 1811, 1999, 2040, 2045, 2050, 2057, 2058, 2070,  

Happiness 6 2018, 2122, 2220, 2616, 4505, 4525, 4575, 4598, 4610, 4628,  

Sadness 1 2301, 2455, 2900.1, 3300, 9041, 9280, 9290, 9291, 9331, 9831,  

Sadness 2 2205, 2276, 2456, 2750, 9000, 9220, 9330, 9342, 9561, 9832,  

Sadness 3 2141, 2205, 2681, 5970, 6000, 9000, 9001, 9220, 9417, 9421,  

Sadness 4 2055.1, 2375.1, 2694, 2716, 2780, 2799, 6311, 9171, 9435, 9926,  

Sadness 5 1112, 1270, 1275, 1945, 2002, 2026, 2101, 2130, 2190, 2200,  

Sadness 6 1240, 1505, 2110, 2115, 2141, 2205, 2206, 2221, 2230, 2276,  

 

4.Preprocessing and feature extractions 

It has been observed that the recording of EEG 

signals using 64 channels A.N.T. EegoSport over an 

intended duration may be interrupted several times. 

Therefore, instead of having the entire duration 

stored as one segment, the signals may be stored in 

several segments. Table 2 shows the number of 

segments in EEG recording, which is intended for 

400 seconds, for each participant in this study. 

 

Based on the table, only EEG recording on 

Participant 6 is recorded entirely within one segment, 

with the total number of 405999 instances. With the 

total number of 393886 samples, EEG signals of 

Participant 1 were recorded in 2 segments. This is 

because the re-cording was interrupted once 

throughout the intended recording duration. EEG 

signals of Participant 2 were recorded in 5 segments 

with a total number of 396946 samples. That is 4 

interruptions. EEG signals on Participant 3, 

Participant 4 and Participant 6 were recorded more 

than 10 segments.  

 

To illustrate further, Figure 3 shows the time-domain 

plot of EEG recording on channel Fpz-1 for 

Participant 1 where EEG signals are recorded with 2 

segments. As illustrated, a few seconds of each 

segment are noise. In this paper, it is generalized that 

the noise is 5000 samples, that is 5 seconds. The 

noise is first considered as “no signal” before 

interpolation of the segment. The results of 

interpolation on the same channel are displayed in 

Figure 4. 
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Table 2 Number of segments in EEG recording 

Participant ID Number of segments Total number of instances 

1 2 393886 

2 5 396946 

3 19 396911 

4 13 386556 

5 16 395361 

6 1 405999 

 

 
Figure 3 Time-domain plot of EEG recording on channel Fpz-1 for participant 1 before interpolation 

 

 
Figure 4 Time-domain plot of EEG recording on channel Fpz-1 for participant 1 after interpolation 
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Consequently, interpolated signals are segmented 

based on the protocol shown in Figure 2. This is done 

by keeping 360000 instances of interpolated signals 

from the last (i.e.: Some early instances are 

discarded). From 360000 instances, the first 60000 

instances are labeled as sad, followed by 30000 

instances of resting state, then the next 60000 

instances are labeled as calm, followed by 30000 

instances of resting state, 60000 instances of happy, 

30000 instances of resting state, 60000 instances of 

fear and 30000 instances of resting state. 

 

Next, the power spectral density (PSD) of each 

segment for each channel on each subject is 

calculated separately. PSD is calculated by taking the 

average of spectral power using short-time Fourier 

transform (STFT). Thus, 64 features correspond to 

each EEG channel are extracted as the input features. 

 

Supervised learning 

The objective of supervised machine learning in this 

study is to perform classification of emotional states 

from a set of input features that are derived from 

EEG signals. For that purpose, each instance 

comprises of 64 features (correspond to the PSD of 

each EEG channel) and 2 target values (correspond to 

the valence and arousal of the stimuli that are 

presented during EEG signals are recorded).  

 

Thus, two multilayer perceptron models that consist 

of 64 input nodes and 1 output node are employed. 

Each model represents valence and arousal, 

respectively. For positive valence (or arousal) 

instances are trained to 1, while negative instances 

are trained to 0. Thus, 0.5 is considered as the 

threshold for both MLP models. The performance of 

these models is measured based on the accuracy. The 

preprocessing and feature extraction have resulted in 

a total of 1068 instances, in which 267 instances are 

derived from each of the EEG recordings during 

happiness, fear, sadness and calm stimulations.  

 

5.Results  
Emotion classification is measured based on the 

classification of valence and the classification of 

arousal. Thus, the output is presented in a four-

quadrant affective space, where the horizontal axis 

represents valence and the vertical axis represents 

arousal. 

 

5.1Emotion classification of original data 

The result for emotion classification of original data 

for each participant is presented in Figure 5. The 

accuracy of emotion classification for Participant 1 

based on valence is 97%. For Participant 2, the 

accuracy for classifying valence is 89.4%. From the 

plot, the distribution of outputs with positive arousal 

is mostly located towards the axis. Classification 

accuracy of valence for Participant 3 is 75.1%. Most 

of the outputs with negative valence are also 

categorized as negative arousal. On the other hand, 

most of the outputs with positive valence are 

overlapped as positive arousal. For Participant 4, the 

instances mostly fall under the fear quadrant with the 

accuracy of classifying valence about 64%. The 

accuracy of classifying interrupted EEG based on 

valence is 50% for Participant 5. With only one 

segment, the classification of valence on Participant 6 

is around 99%. 
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Figure 5 Output of MLP uses original interrupted EEG data on affective space model 

 

For arousal, emotion classification for Participant 1 is 

higher than valence at 98.7%. Also, higher than 

valence, the accuracy of classifying emotion based on 

arousal for Participant 2 is 99.8%. However, most of 

the outputs with positive arousal are overlapped. For 

Participant 3, accuracy of the classification based on 

arousal is lower than valence. That is 74.9%. Similar 

with valence, the classification based on arousal for 

Participant 4 is also about 64%, where most of the 

instances are classified as positive arousal. With 16 

interrupted segments, the accuracy of classifying 

arousal for Participant 5 is also around 50%. The 

classification of arousal for Participant 6 is also 

around 99%, similar to valence.  

 

Thus, at average, the classification accuracy of 

valence for 6 participants is 79% and the 

classification accuracy of arousal is 81.1%. 

 

5.2 Emotion classification of interpolated data 

Figure 6 shows the distribution of output on emotion 

classification using interpolated EEG data. The 

accuracy of valence and arousal classifications using 

interpolated data are similar to the classifications of 

interrupted data which are 97% and 98.7%, 

respectively. For participant 2, the classification of 

valence improves to 97.7% for interpolated input, 

where the accuracy of classifying arousal remains 

around 99.8%. However, the distribution of outputs 

with positive arousal are clearly dichotomized 

between the positive and negative valence. 

Distribution of outputs for Participant 3 using 

interpolated data has also improved with the accuracy 

of classifying valence at 88.6%, and the accuracy of 

classifying arousal at 91.3%.  

 

Using interpolated data on 13 interrupted segments 

from Participant 4, the accuracy of classifying 

valence has improved from around 64% to 94%. 

Likewise, the accuracy of arousal classification has 

also improved to 93%. For Participant 5, the accuracy 

of classifying interpolated data has also improved 

from 50% to 89% and from 50% to 92% for valence 

and arousal, respectively. Interpolation is not 

implemented on the data from Participant 6 because 

it is already recorded in one segment. 

 

Thus, in the average, the classification accuracy of 

valence for 6 participants is 94.2% and the 

classification accuracy of arousal is 95.6%. 
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Figure 6 Output of MLP using interpolated EEG data on affective space model 

 

6.Conclusion 
This paper compares the results of profiling 

emotional states using MLP on originally interrupted 

EEG signals and corrected signals through 

interpolation. Based on the results, lower emotion 

classification accuracy is obtained from interrupted 

EEG signals, as the number of interrupted segments 

increases. This is represented by poor distribution of 

instances classification on a valence and arousal plot. 

It is also observed that, every time the signals are 

interrupted noise is captured and recorded.  

 

Thus, in this paper, a technique is proposed to 

improve the accuracy of emotion profiling on 

interrupted EEG signals. The technique involves the 

suppression of noise regions in originally interrupted 

signals by no signal. This is done by marking the 

noise regions as no signal. Then, interpolation is 

performed on the suppressed sections.  

 

As a result, emotion classification using MLP on 

interpolated data has shown that the accuracy has 

improved in all cases where the number of segments, 

variations from 1 segment to 19 segments for 400 

seconds EEG recording. With that, proposed 

technique will be useful for performing classification 

through supervised learning on interrupted EEG. 

With the emergence of wireless EEG, more 
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applications of processing interrupted signals are 

expected to take place.  
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