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1.Introduction 
NoC is a new model in which a single silicon chip is 

utilized to execute various communication features 

used in substantial to huge scale integration systems. 

NoC is another change to the universe of systems and 

also the other way to deal with disadvantages like 

wiring delay. There are numerous types of 

interconnections like point-to-point, bus architecture, 

carbon nanotubes, optical fiber [1] where NoC 

perform is better to reduce the interconnection issues 

in future designs. System on chips designed using 

NoCs are getting popular in these days which provide 

solutions to the problem related to bus based designs 

and considered as the future of the application 

specific integrated circuit (ASIC) design [2]. NoC 

basically has three building blocks router, links and 

network adapter (NA) [3]. NoC approach has 

numerous benefits over traditional bus method and 

also provides high throughput as buses are less 

scalable and limited bandwidth [4].  
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The popularity of reconfigurable systems, paved the 

way for incorporating NoC protocol architectures on 

these boards. There exist many challenges to 

implement NoC protocoler according to the 

specifications of reconfigurable boards with proper 

optimization techniques. The focus of this work is to 

meet requirements like less area, power and high 

performance.   

 

In existing architectures [5] buffers were replaced by 

virtual channel router architecture with adaptive inter 

port buffer sharing [6] which consumed less area and 

power. NoC routers consume more leakage power 

even when routers are not in use and this issue is 

solved by fine grained power gating to unused 

routers. The buffer redundancy issue is solved by 

buffer shared router architecture and defect tolerant 

algorithm which increases the reliability of NoC and 

also it can reduce the power consumption as 

discussed in literature [7]. The core router 

architecture [8] is proposed with low power idle 

(LPI) to analyse energy saving effect on optical burst 

switching (OBS) networks which decreases 

consumption of energy at low offered load. A new 

Research Article 
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pipelined router [9] is designed and focused only on 

router latency reduction, which decreases the latency 

and increases the router area. The increase in IP core 

further increases the complexity of clock distribution 

in NoCs. In [10, 11], globally locally synchronous 

(GALS) architecture is proposed by making a 

connection from asynchronous clock to synchronous 

blocks and latency is improved. Further Elastic buffer 

architecture is introduced to support for virtual 

channels and to minimize the need of the buffers 

which facilitates both single cycle and two stage 

pipeline operation. The different types of routing [12] 

with guaranteed service (GS) arbitration are easily 

plugged into the router, which indicates that there is 

improvement in jitter. A reliable NoC router 

architecture [13] is proposed which has the ability to 

tolerate both hard and soft errors in the pipeline 

routing using existing techniques with spatial 

redundancy, exploitation of idle cycles, bypassing of 

faulty resources and selective hardening. 

 

The fault tolerant router architecture is proposed in 

[14] which can avoid processing element (PE) 

isolation even if the router fails. The use of decimal 

matrix code (DMC) router [15] is designed, can 

correct and detect five bits at a time and loop back 

module is used to reroute the packets when a 

neighbouring node disappears instantaneously. The 

4x4 mesh topology is implemented by making use of 

virtual channels (VCs) approach in [16]; it can 

minimize the path assign processing time and 

increase the performance speed of the NoC 

architecture. The power efficient, scalable router 

architecture is designed and implemented [17] on 

FPGA board by using virtualized merged (VM) 

approach. In this approach three optimizations are 

integrated into the basic VM approach to decrease the 

dynamic power dissipation. The 8 ports NoC 

architecture designed [18] which plays an important 

role in providing timing attributes and decreases the 

latency in the network. Previous routers have lower 

performance speed due to its complexity with higher 

number of slice LUTs [19−23] and consume more 

power [24]. Therefore, this study proposed a new 

NoC router architecture using a novel FIFO 

architecture with the XY routing algorithm for an 

efficient FPGA based NoC router architecture with 

high speed and low power consumption. 

 

2.Materials and methods 
2.1Proposed router 

The proposed NoC router architecture is targeted for 

high speed and low power requirements. It comprises 

of a proposed controller unit, novel FIFO unit 

synchronized with routing logic consisting of 4 ports, 

namely East, West, North and South is as shown in 

Figure 1. The router operation is initiated with a data 

transfer request between source and destination 

router. The routing logic decides the direction of data 

transfer based on availability of FIFO and the 

controller unit synchronized all the blocks till data is 

transferred from source and destination. The 

proposed router can also be called as Quad Core 

system having four inputs, data_in_w, data_in_e, 

data_in_s and data_in_n and similarly four outputs, 

data_out_w, data_out_e, data_out_s and data_out_n 

respectively. It consists of controller unit, which 

controls the operation of all the ports and four FIFOs, 

one FIFO for each port and designed with buffer 

depth of 3 and buffer width of 13 bits. The controller 

unit selects the direction of data transmission based 

on data availability check on respective FIFOs. These 

FIFOs have to be synchronized with routing logic for 

proper routing of data's between source and 

destination. All the FIFOs are identical to each other 

and synchronized with XY routing block. 

 

 
Figure 1 Proposed router architecture 

 

2.2XY routing algorithm for 2×2 network 

The most popular XY routing algorithm [19] is 

proposed by Wang Zhang and Ligang Hou in 2009. 

Based on literature [21], this study considered XY 

routing algorithm with 2×2 Mesh topology consisting 

of 4 nodes to validate data transfer as shown in 

Figure 2. The source and destination router node 

have to be identified before the transfer of data.  Each 

router having co-ordinates as (x, y) for the routing 

current address (Cx, Cy) is compared with the 

destination router address (Dx, Dy). The data is 
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transferred from the current router to the next router 

either in X direction or in Y direction based on the 

comparison with output addresses of the source and 

destination. This process repeats until the data 

reaches the destination address. The pseudo code for 

XY routing is shown in Table 1. The destination node 

address in the X direction is compared with the 

current source node address. If the destination 

address is greater than the source, then the data is 

transferred in south direction through south port else 

the data is transferred in north direction through north 

port. Similarly, if the destination node address in Y 

direction is greater than the current source node 

address then the data is transferred in east direction 

through east port else the data is transferred in west 

direction through west port.   

 
Figure 2 2×2 mesh topology 

 

 

Table 1 Pseudo code for XY routing 

 Choose source node 

 Choose destination node 

 If (dx>cx) 

                   south_port<=data_in; 

                         else if (dx<cx) 

                  north_port<=data_in; 

                         else if (dy>cy) 

                  east_port<=data_in; 

                         else 

                  west_port<=data_in; 

                        end if; 

 Next repeat for any other path 

 

2.3Proposed FIFO architecture 

Each router consists of buffer through which the data 

is transmitted every time as shown in Figure 3. In 

this design, each port is designed with buffer depth of 

3 using D-flip-flops and buffer width of 13 bits. The 

depth of FIFO is arrived with many trails to improve 

the performance of the system. The clock, reset and 

request inputs are used for D-flip-flop in synchronous 

to achieve high data transmission. The counter, which 

counts the data every time with decision block will 

keep track of memory usage. If there is no enough 

memory to store the data, then it indicates the status 

as mem_full output. If the port is idle, then it 

activates the status as empty through port 

mem_empty which indicates it is ready to receive 

data. This operation remains same for all the ports 

with proper synchronization. 

Figure 3 Proposed FIFO architecture  
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2.4Proposed controller unit 

The proposed control unit is designed by using 

multiplexers, D-flip-flops and De-multiplexer as 

shown in Figure 4. The controller unit plays major 

role in data transfer. The multiplexers are connected 

in parallel to receive the data inputs from 4 different 

ports and are synchronized by port_sel line. The 

controller unit is used to select the respective output 

and the input line, according to the select line. The 

port_sel line which is used to select the input port and 

the n_rst, e_rst, w_rst and s_rst lines are used to 

select the output ports through de-multiplexer. 

Multiplexers are used to route the incoming data and 

similarly de-multiplexer is used to route outgoing 

data. It can route only a single channel input at a time 

and four D-flip-flops are used at the output side of 

multiplexers for the delay synchronization purpose. 

The data_in_e, data_in_w, data_in_s and data_in_n 

are the inputs to the multiplexer. The port_sel of the 

multiplexer is of data width 2 bits which activates 

any one multiplexer based on data availability on 

FIFO which is further decided by the XY routing 

algorithm.  The concept of the proposed controller 

unit is taken from [20]. 

 

 

  
Figure 4 Proposed controller unit  

 

2.5Performance validation 

The proposed router is tested for the performance 

using different trails of data transfer between source 

and destination routers. The entire architecture is 

synthesized to validate the maximum operation speed 

of 220.729MHz with power of 38.35mW. 

 

3.Result and discussions 
The proposed router is simulated and synthesized 

using Xilinx ISE 14.5 on SPARTAN-6 XC6SLX45-

3FGG484 FPGA. 

3.1Simulation result of proposed router 

The simulation result of proposed router with 2 bit 

port select line which selects the output port and 

sends the data to selected output port is shown in 

Figure 5. For example, when a port select line is 01 it 

means it is west port with De-MUX line is 11 which 

indicates the south port, then data_in-w[12:0] that is 

"1111111111100" is sent from west to south output 

port (c_s[12:0]) as shown in Figure 6. 
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Figure 5 Simulation result of proposed router with inputs and outputs 

 

 
Figure 6 Simulation result of proposed router with port select line and De-MUX select line 

 

3.2Proposed router synthesis results 

The hardware resource utilization of proposed router 

is shown in Table 2. It consumes 290 slice registers 

with a maximum operating speed of 220.729 MHz. It 

also uses 149 fully used LUT-FF pairs with static 

power of 36.07 mW and dynamic power of 2.28 mW 

resulting in a total power of 38.39 mW. These results 

are better compared to existing architectures since we 

use a dynamic FIFO technique.  

 

3.3Comparison of existing routers with proposed 

router 

The comparison of performance parameters with 

respect to hardware resources to validate our 

proposed router. From Table 3, NoC with 

Predominant routing algorithm and dual crossbar 

arrangement increases the number of slice registers. 

Unified buffer in bidirectional NoC router gives more 

operating frequency compared with proposed router. 

Reconfigurable NoC router designed with power 

gating technique increases the number of slice LUTs. 

NoC architecture with smart power saving (SPS) 

algorithm increases the number of slice registers. 

Meanwhile, the proposed method have the lowest 

number slice register which decreases the complexity 

in terms of slice LUTs and increases the operating 

speed and reduces the power consumption.
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Table 2 Synthesis results of proposed router 

Sl. No Parameter Results 

1. Number of slice registers  290 

2. Number of slice LUTs  217 

3. Number of fully used LUT-FF Pairs 149 

4. Maximum operating frequency (MHz) 220.729 

5. Static power (mW) 36.07 

6. Dynamic power (mW) 2.28 

7. Total power (mW) 38.35 

8. Delay (ns) 4.530 

9. Bounded IOBs  115 

 

Table 3 Performance based on hardware resources 

Router 

architecture 

NoC with 

predominant    

routing algorithm 

and dual crossbar 

[21] 

Bidirectional 

NoC with buffer 

[22] 

Reconfigurable NoC 

with power gating 

technique 

[23] 

NoC architecture 

with SPS 

algorithm and 

clock control 

circuit 

[24] 

NoC with novel 

FIFO 

architecture and 

XY routing 

algorithm 

(proposed 

router) 

Board Virtex-5 

XC5VLX50 

Virtex-2 

XC2VP30 

Spartan  -6 XC5VLX50T-

LFFLI36 

Spartan-6  

XC6SLX45 

Number of slice 

registers 

1322 529 ---- 785 290 

Number of slice  

LUTs 

1022 954  235 ----- 217 

Number of fully 

used LUT-FF 

pairs 

---- 523 ----- ----- 149 

Maximum 

operating 

frequency (MHz) 

---- 226.19 ----- ----- 220.729 

Power(mW) ----- ------- ----- 257.05 38.35 

Number of ports 2×2 Network 5 4 ----- 4 

 

4.Conclusion  
The main idea of our work is to design an efficient 

NoC router architecture to meet requirements such as 

power dissipation, less number of slice LUTs and 

slice registers. In this paper, an efficient FPGA based 

NoC architecture for data communication is 

proposed. The router is designed with 4 ports using 

proposed controller unit, novel FIFO architecture and 

XY routing logic. The simulation of the proposed 

architecture is performed by using Xilinx ISE 14.5 

Isim tool and tested on SPARTAN XC6SLX45 

FPGA board. The comparison of the proposed 

architecture with existing architectures is done and it 

is observed that the performance parameters such as 

slice LUTs, slice registers, power dissipation and 

maximum operating frequency are better than 

existing Router architectures.         
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