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1.Introduction 
Organizing information in the text document is a 

crucial task as it can ease accessing of the 

information required and reduce collection of 

unnecessary information [1-2]. Texts can be 

categorized via predefined or post defined group or 

subject. Then, it has data category consist of word 

attributes and higher dimensional frequencies most of 

the words [3]. Therefore, it is critical grouping the 

category of text itself.  In a predefined category, a 

group of texts is placed in one of the categories that 

have been identified earlier. However, if the 

categories are post defined, the whole text is grouped 

according to a topic or subject. Currently, for both 

categories, many techniques have been developed.  

The predefined category requires classification 

techniques to place texts into categories such as 

Naive Bayes and k-nearest neighbour [4-5]. The post 

defined category requires clustering techniques such 

as linkage metrics, k-medoids, k-means, or any other 

clustering techniques to group texts into specific 

topics or subjects [6]. In this study, the texts 

classified from related documents that are relevant 

must be extracted without losing important 

information. 
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These extracted texts are then matched to a group of 

the list of subjects. Then, the closest subject is chosen 

as the subject or topic [7-8]. The identification of 

correct subject will allow a user to grasp useful 

information and has a better understanding of the 

meaning.  

 

A subject helps human to retrieve meaningful textual 

documents and assist people searching and 

understand the whole sentence in text [9]. Subject 

identification is different from text summarization. 

Then, the subject identification tends to only give 

single terms to represent the full theme of a text 

document. Contrarily, text summarization 

compresses the content in the text document into a 

shorter version of information [10]. Then, the text 

summarization is expected as the way in decreasing 

the size of text complexity of document without 

modifying the original text in the document [11]. 

Subject identification is a classification problem 

where the task is to assign a correct topic label to a 

group of text [12]. 

 

In other related researches, the term "subject" is not a 

phrase but is a single word that explains the main 

content and has been used interchangeably with 

"theme" or "topic" [13]. An example of subject from 

a sentence is shown below. 
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"Students who enjoy playing outdoor games may be 

amateur athletes who play recreationally”.  

 

In the above sentence, the subject would be "sports" 

because the majority of the words (outdoor games, 

amateur athlete, and recreationally) relates to 

"sports". In short, subjects can give a basic idea of a 

group of texts [12, 14]. The works of the subject or 

topic identification in [15] employs the natural 

language processing. Others have performed the tasks 

through a statistical approach [16-18], ontological 

approach such as in [14,19,20], and combination of 

statistical approaches and computational linguistic 

approaches such as in [10] and [12]. For example, 

identifying subjects from text document is usually 

performed based on text mining and statistical 

approach. In text mining, subject identification is 

usually done through morphological analysis, but this 

method involves too many linguistic tools such as 

tokenization, stemming, parsing, and tagging to 

perform various tasks.  This consumes too much time 

and costs and requires human intervention for 

confirmation.  Due to these problems, subject 

identification conducted in this research eliminates 

the unnecessary steps. 

 

In statistics, term frequency-inverse diverse 

frequency (TF-IDF) has been widely used.  The 

technique is based on frequency calculation that 

counts the occurrences of words in the documents. 

However, counting words can be insignificant and a 

waste of time if the word being counted does not 

carry impact to the whole meaning. For example, in 

the sentence have given earlier the word count for 

"who" is 2. However, the word "who" does not give 

the useful meaning in the sentence. Therefore, this 

word cannot be considered for being a subject. 

 

Due to the weakness of TF-IDF, this research has 

included another step that filters words that are 

insignificant. This was to avoid calculating 

unnecessary words. In this research, two methods, 

computational linguistic and TF-IDF have been 

applied to produce an algorithm that identifies 

subjects from text data. The integrated approach is 

undertaken to ensure that a correct subject is 

identified and tagged to a group of texts. 
Combination of computational linguistics  and 

statistics and has been used to identify the 

appropriate subject. Computational linguistic was 

used to identify significant words and statistical 

approach. TF-IDF was used to determine the 

appropriate subject for a group of texts. 
 

2.The proposed method  
The method that proposed in this approach was 

beginning with preparing the data as a requirement is; 

The English Translated Quran, retrieved from 

Surah.my website (http://www.surah.my) was used as 

the dataset. The Surah.my website was chosen 

because statistics from the website showed that the 

website is mostly referred to by Malaysians [21]. It’s 

224 verses (out of 6666 verses) were used for 

experimentation and only verses that contained 16 

keywords on female were chosen. The keywords 

used were daughter, female, woman, damsel, niece, 

mother, aunt, consort, divorcee, girl, lady, maiden, 

sister, widow, wife and queen. Based on the content 

of the verses, an appropriate subject will be identified 

and tagged to it and three subjects, inheritance, 

marriage and divorce that have been predefined will 

be used. These subjects and the verses will be 

matched together and finally a subject is appointed to 

each verse. Furthermore, the process of the method 

consists of four essential phases were involved: text 

preprocessing, term extraction, term calculation and 

ranking, and subject identification as shown in 

Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 The proposed subject identification method 

 

Based on Figure 1, the method begins with text pre-

processing phase and then is a term extracting phase. 

Text pre-processing is necessary to reduce the high 

dimensionality problem of processing textual data. 

This phase expected in filtering the large volume of 

textual document in order to facilitate the searching 

for the relevant information. In term extracting, term 

which are nouns are taken as relevant terms and the 

other terms are categorized as noise word and 

irrelevant terms. Next, the term calculation and 

ranking phase is to calculate the frequency of the 

Text pre-processing 

Term extraction 

Term calculation and ranking 

Subject identification 

Subject 
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extracted words, then ranked the words based on the 

frequency.  In the last phase (subject identification), a 

word will be chosen and appointed as the subject of 

the text document. The following paragraphs show 

details of these phases: 

 

2.1 Text pre-processing and term extraction 

There are various available methods that have been 

introduced and developed in order to extract and 

filter valuable information from texts. 

The computational linguistic method integrated with 

the rule based process is chosen because it is capable 

to produce promising results compared to automated 

shallow methods such as statistical base approach 

alone. Figure 2 shows the flowchart of text pre-

processing and term extraction and Figure 3 shows 

the pseudo code of text pre-processing and term 

extraction. 

 

 

 

 
Figure 2 The flowchart of the text pre-processing and term extraction 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 The pseudo code of text pre-processing and 

term extraction 

2.1.1Text Pre-processing and term extraction 

Irrelevant words in the text document may create 

‘noise’ that makes the information less 

distinguishable. Hence, the purpose of this initial 

phase is to remove noise words, punctuations, 

numbers, misspelling and others. The process for this 

phase is described in Figure 4 below. 

 

 
 

Figure 4 The steps for text pre-processing 

Start 

 Execute text nomalization 

 Inttialize verse 

 Tokenize verse 

 Transfrom all case to lowercase 

 Remove noise word using stop word 

removal 

 Perform stemming verse  

 Assign grammmatical tag using POS 

tagging 

 Each term 

 End text pre-processing 

         Start term extraction 

  For all tagged terms 

       Filler tagged terrms with libarry 

generalNoun 

  Filler tagged terrms with libarry 

generalVerse 

  List matched terms from filtrations  

End For 

End term extraction 

End 
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First, the texts are tokenized by separating white 

space between words. The characters are converted 

into lowercase to avoid same words to be considered 

as a different meaning. This operation is essential on 

the account that is necessary to ensure the exact 

number of the repeated terms in the text. Next, noise 

in the sentences such as numbers, articles, 

preposition, and punctuations is removed. 

 

Then all words are transformed into its root term by 

using stemming technique. Text normalization is a 

compulsory step in any text processing area. Thus, no 

changes or enhancements are made in this phase. The 

expected output of this phase will be terms that are 

free from noises. The task for this phase was done 

using Python natural language tool kit. The pseudo 

code is shown in Figure 5. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 Text normalization pseudo code 

 
2.1.2Term extraction 

A library known as NounList was created. The library 

contains only selected nouns, future tense and verbs. 

These are denoted as keywords. Here, the terms 

produced from text normalization are checked against 

the library. Initially, the process starts by assigning 

part-of-speech (POS) tagging onto each term. For 

example, term ‘marriage’ will be tagged as a noun 

(NN). Another term such as ‘marry’ will be tagged as 

a verb (VB). Then, a list of tagged terms is produced 

and the focus is to collect only terms with noun 

values and terms that matched with the keywords 

from the NounList library. However, in this research, 

there are three important terms (marry, wed and will) 

and these terms are strong keywords which will be 

based on the subject identification. For example, in 

Quran context, ‘will’ is referring to an act to give 

(property) to another person after one’s death. 

Meanwhile, in linguistic aspect the term ‘will’ is 

belongs to the future tense class. Thus, in order to 

perform filtering process, an algorithm has been 

developed. The algorithm process is further explained 

consecutively. Figure 6 shows the extraction 

algorithm.  

 

The algorithm starts after the terms are tagged by 

using POS tagging. During the first filtering process, 

if there are matched terms with the keywords such as 

‘marry’, ‘wed’ and ‘will’ from the tagged terms, then 

the matched terms are collected and labelled as list A. 

Next, the remaining terms which have various 
grammatical tags were also collected and labeled as 

list B. Later, both lists A and list B were combined 

and each term in this list is filtered again by 

comparing the tagged terms with the keywords in the 

NounList keywords database. Only terms that 

matched with the keywords from the database are 

collected and this collection of matched terms is 

labelled as list C. At this stage, the number of the 

relevant features is reduced rather than the number of 

terms before filtering it. The extracted terms later are 

ranked in the next following phase. 

 

Assign POS 
tagging

Tagged terms Check keywords 

Exist?

Collect Verb 
(List A)

yes

Ignore No 

Keyword database

Group list of verb 
collected and NN 

Collect NN from 
tagged terms 

(List B)

Term calculation

Check List AB with 
matching topic 

keywords

Matched?

NounList
Keyword 
database

Eliminate 
unmatched 

terms

List matching terms 
and keywords 

(List C) 
Yes No 

Combine List AB

 
   Figure 6 The term extraction algorithm 

 
Table 1 shows the sample of terms produced from the 
filtration phase.  
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Transform all case to lowercase 
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Table 1 Sample of relevant terms after filtration phase 

Verse  no. Verse Filtered terms 

2_237 And if ye divorce them before consummation, but after the 

fixation of a dower for them, then the half of the dower (Is due 

to them), unless they remit it or (the man's half) is remitted by 

him in whose hands is the marriage tie; and the remission (of 

the man's half) is the nearest to righteousness. And do not 

forget Liberality between yourselves. For Allah sees well all 

that ye do. 

divorce consummation fixation  

dower (2 terms) 

man  

hand  

marriage  

tie  

remission  

man  

righteousness  

liberality  

Allah  

4_23 Prohibited to you (For marriage) are:- Your mothers, daughters, 

sisters; father's sisters, Mother's sisters; brother's daughters, 

sister's daughters; foster-mothers (Who gave you suck), foster-

sisters; your wives' mothers; your step-daughters under your 

guardianship, born of your wives to whom ye have gone in,- no 

prohibition if ye have not gone in;- (Those who have been) 

wives of your sons proceeding from your loins; and two sisters 

in wedlock at one and the same time, except for what is past; 

for Allah is Oft-forgiving, Most Merciful 

marriage  

mother (3 terms) 

daughter ( 4 terms)  

sister (5 terms)  

father  

brother  

daughter (3 terms) 

wife (3 terms)  

guardianship  

born  

prohibition  

proceeding sister  

wedlock  

time  

Allah 

 

2.2Term calculation and ranking 

After the list of filtered terms is achieved, each of the 

terms is weighted by calculating the frequency to 

capture the number of occurrences in the text. TF-

IDF technique is selected for this phase since it can 

assign weight to a term based on how frequent the 

term occurs in the document. There are two steps for 

calculating the TF-IDF. First, the term frequency 

(TF) is calculated by counting the number of times a 

word appears in a document.  It is then divided by the 

total number of words in that document. The length 

of certain document may vary and it is possible that a 

term would appear much more time in longer 

documents than shorter ones. Therefore, term 

frequency is divided by the document length, which 

is the total number of terms in the document as 

shown in equation (1); 

  ( )  
  

  
                               (1) 

where, 

TF = Total frequency   

Na = Number of times term t appears in a document 

td = Total number of terms in the document 

 

Based on Table 2, it is shown the list of the number 

appearances in every term. Most of the number of 

appearances of some terms is 1 and only ‘dower’ and 

‘man’ have 2 numbers of appearances. 

Table 2 Sample of terms, and its number of applications in 

the text 

Verse no Terms Number of appearances 

2_237 divorce 

consummation 

fixation 

dower 

man 

hand 

marriage 

tie 

remission 

righteousness 

liberality 

allah 

1 

1 

1 

2 

2 

1 

1 

1 

1 

1 

1 

1 

 

3. Evaluation  
The evaluation of the proposed subject identification 

is performed to compare the number of the extracted 

relevant terms as subject candidate. The experiment 

has been conducted onto 224 verses. The extracted 

terms and total number of extracted terms obtained 

from these experiments are compared and analysed. 

Extraction techniques such as a rough set attribute 

reduction (RSAR) and information retrieval has been 

chosen for the experiment. Due to the shortness of 

the space for this paper, the sample of the extracted 

terms after the experiments is presented in Table 3. 
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Table 3 The sample for the comparison of the extracted terms 

 

Table 3 presented the most relevant terms produced 

by the proposed extraction algorithm, RSAR and IR. 

From the result, it can be seen that RSAR extracted a 

limited number of the relevant terms. The extracted 

terms cannot be too small since it can cause bias in 

classification. Contrarily, IR extracted too many 

terms from the text which the classification can be 

too cumbersome. Meanwhile, the proposed extraction 

algorithm produced a sufficient number of extracted 

terms from the text. In addition, the terms which have 

been extracted by the proposed extraction algorithm 

are more relevant since it has keyword checking from 

the keyword database. Contradictorily, both RSAR 

and IR did not perform keyword checking process. 

Hence, the proposed extraction method produces 

more relevant terms to be ranked.   

 

4.Discussion 
Every term has own rank and own score of TF, IDF, 

and TF-IDF. Table 4 shows the score of each term 

and its rank. Later, each term is calculated by using 

TF-IDF formula.  From Table 4, the highest score is 

shown in the second last column. The last column 

shows the rank. Value 1 shows the highest rank 

(highest score of TF-IDF) while the lowest score 

holds the largest rank value. The result of score 

comparison of the TF-IDF with TF and IDF shows in 

Table 4 as follows.  

 

Table 4 Sample of text data scores 

Terms Score 

(TF) 

Score 

(IDF) 

Score 

(TF-IDF) 

Rank 

divorce 

consummation  

fixation  

dower  

man  

hand  

marriage  

tie  

remission  

righteousness  

liberality  

Allah  

0.014 

0.014 

0.014 

0.028 

0.028 

0.014 

0.014 

0.014 

0.014 

0.014 

0.014 

0.014 

0.16 

2.35 

1.18 

0.20 

0.09 

0.12 

0.34 

1.18 

1.18 

2.35 

2.35 

0.02 

2.24 

0.03 

0.02 

5.60 

2.52 

1.68 

4.76 

0.02 

0.02 

0.03 

0.03 

2.8 

5 

8 

9 

1 

4 

7 

2 

6 

9 

8 

8 

3 

 

From the rank column, the term with the highest 

frequency score is taken as the subject. The term 

‘dower’ is top-ranked (Rank 1) because it has the 

highest score amongst all terms. This is followed by 

 

 

Verse no 

Extracted terms produced by: 

Proposed extraction 

algorithm  

Rough set attribute reduction 

technique (RSAR) 

Information retrieval pre-processing  

(IR) 

Terms  No of 

terms 

Terms  No of terms Terms  No of terms  

2_237 divorce 

consummati

on fixation 

dower man  

hand 

marriage tie 

remission 

righteousnes

s liberality 

11 divorce dower  man 

marriage treasure 

 

5 divorce 

consummation 

fixation dower half 

dower unless remit 

man half remit 

hand marriage tie 

remission man half 

righteousness do 

forget liberality see 

all do  

12 

4_23 marriage 

mother 

daughter 

sister father 

brother 

guardianship 

born wife 

prohibition 

proceeding 

wedlock 

time   

13 daughter father 

marriage mother 

wife 

 

5 prohibit marriage 

mother daughter 

sister father sister 

mother sister 

brother daughter 

sister daughter 

foster-mother give 

suck foster-sister 

wife mother step-

daughter 

guardianship born 

wife prohibition 

wife son proceed 

loin two sister 

wedlock one same 

time past merciful 

36 
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‘marriage’, ‘man’, ‘divorce’ and ‘tie’. The other 

terms are considered as less important in the 

document, thus, for the Surah Al-Baqarah verse 237, 

‘dower’ is identified as the subject. 

 

5.Conclusion 
This study proposed a subject identification method 

to identify subjects for groups of text.  An algorithm 

based on term frequency technique was developed for 

this purpose. This algorithm was tested and results 

showed that it was able to identify a suitable ‘subject’ 

for the selected verse. The algorithm produced 

showed that combining computational linguistic 

method and statistical method can be more effective 

for selecting the best subject. 
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